Model Based Evolutionary Object
Recognition System

Yohannes Kassahun and Gerald Sommer
Christian Albrechts University of Kiel, Institute of CompuScience,
Olshausenstr. 40, 24098 Kiel, Germany

Abstract. In this paper we present a new model based object recogsijistem that
recognizes an object and determines its pose simultanedind recognition is inde-
pendent of translation, scale and rotation. In many evaatiy recognition systems,
genetic algorithms are used either in searching the carnelmce between a given
model and the data or in searching the best geometric tnanafmn that brings a
large number of model points into alignment with the datdhls work, we make use
of genetic algorithm to do the recognition and pose estmnatisk simultaneously. We
have tested the algorithm on both artificial and real imagesaund the algorithm to
perform very well.

1 Introduction

Object recognition is one of the most important, yet leastanstood, aspect of visual per-
ception [12]. For many biological vision systems, the regtign and classification of objects
is spontaneous, natural activity. In contrast, the redagnof common objects is still way
beyond the capability of artificial systems, or any recagnisystem proposed so far. In this
paper, we want to show that a model based evolutionary otgeognition system is a step
forward in solving this difficult problem.

The proposed system has the following features which makdsférent from other
recognition systems:

1. A common unifying approach for both recognition and postneation, treating both
subtasks at the same time.

2. Finding a global optimal solution in space of solutionse Bpace of solutions is made up
of the Cartesian product of objects to be recognized and poses.

The presented system recognizes 2D plane objects in 3D &mrdees their 3D pose for
which the model is memorized in the system. By pose, we meattahsformation needed to
map an object model from its own inherent coordinate systeéoreigreement with the sensory
data [3]. The system extracts and saves contour points e€tsdrom training images as their
contour models.
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2 Genetic Algorithms

Genetic Algorithms (Holland 1975) [6] are a popular form ebkitionary computation which
operate on a population of artificial chromosomes by selelgtireproducing the chromo-
somes of individuals with higher performance and applysngdom changes [10]. An artifi-
cial chromosome (genotype) is a sequence of symbols thatlesdhe characteristics of an
individual (phenotype). The performance of an individsadvaluated using a criterion called
fitness function. Higher fitness values indicate betterquarance.

A typical genetic algorithm starts with a population of rantdy generated chromosomes.
Each chromosome is decoded, one at a time, its fitness isat@d|land three genetic opera-
tors: selective reproduction, crossover, and mutatioajppéied to generate a new population.
This process is repeated until a desired individual is foumdintil the best fitness value in
the population stops increasing.

Selective reproduction guides the population toward atieaiscontain better solutions.
Crossover and mutation operators maintain the variatibwdzsn individuals so that children
do not become identical copies of their parents. This viandtetween individuals helps the
population to keep on improving from generation to generati

3 Previous Work

There is a variety of approaches to object recognition thatiieen proposed. One can divide
them in general in two groups: non-correspondence or glolaathing and correspondence
or feature matching. A global matching involves finding asf@rmation that fits a model to
an image without first determining the correspondence batviredividual parts or features
of the model and the data. Several of this approaches bassd¢hees on a simple geometric
parameters such as area, perimeter, Euler number, moniémest@, Fourier or other spatial
frequency descriptions, tensor measures and so on. Rafage examples include works
of Hu, Murase and Nayar, and Zahn [9, 7, 14]. These methodsffarEnt but are sensitive to
occlusion [3]. On the other hand, feature matching procesitry to find the correspondence
between local features of a model and the data and then detegnthe transformation for
a given correspondence between the model and the data. fitetkeds are robust against
occlusion but they are not as efficient as global matchingguares [3, 11, 12] since they
have to solve the correspondence problem for every modeistigaing to be assumed.

Genetic algorithms are mostly employed in searching thedmsespondence between a
given model and the data or in searching the best geometnisformation that brings a large
number of model points into alignment with the scene [1, 2Jodr implementation, we use
genetic algorithm to search for a model that best fits a gigene and simultaneously deter-
mines the transformation that brings the model into aligmiméth the scene. The presented
system belongs to the global matching group.

4 The System

Our system has three parts. The first part performs a simpil&lgrouping based on pre-
defined colors of an object. The second part does the recogmibd pose estimation of the
perceived object and the third part is used to acquire newetsad new objects that are not
known to the system.
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4.1 Visual Grouping

There is a considerable evidence that prior to the recagnithe early processing stages in
the visual cortex are involved in grouping and segmentaijfmerations on the base of image
properties, such as proximity, collinearity, similaritf @ntrast, color, motion, texture, etc
[12]. The grouping and segmentation process attempts &narg the image into coherent
units, and to decide what parts of an image belong together.
Our visual grouping algorithm tries to group objects basgonupredefined colors of an

object. That means, we try to detect and group objects haartgin predefined colors. The
visual grouping is done as follows:

1. Read in an RGB color image.
2. Convert the image into its HSV (Hue, Saturation, Valuedga format.

3. Generate a binary image with pixels marked for the objéehterest with predefined
colors.

4. Use graph-search or an equivalent algorithm to grouplgikeat come from the same
object, and extract image regions (components).

5. Get the centroid and number of pixels of each of the compisrie the image.

4.2 Recognition and Model Acquisition Systems

The recognition system starts by generating a binary conitoage from the components
image using a standard contour following algorithm. Theyeiterates the complement image
of the contour image and calculates the distance transféjmof it. The distance transform
assigns a distance value of zero to all contour points andigiyedistance value to all non-
contour points as the distance to the closest contour pepemding on the distance metric
used. In calculating the distance transform, we have assuha the complement of the
contour image is toroidal rather than planar. Figure 1 shbwsteps involved in getting the
distance transform of an input image to the recognitionesysiThe distance transform will
be used in determining the fitness value of an individual.

(@) (b) () (d) (€)

Figure 1: The steps involved in getting the distance tramsftaking letter A as an example. (a) The input
image. (b) The components image which is the result of theabigrouping algorithm. (c) The contour image
generated by the standard contour following algorithm. T complement of the contour image. (e) The
distance transform of the complement of the contour image.

In this work, we have used a chromosome (an individual) shiavigure 2. The chromo-
some has four genes. The first gene codes the index of an objbetdatabase of the contour
models, which are already acquired by the system. The setiundl and fourth genes code
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the rotation of the object about z-axis, y-axis and x-axspeetively relative to the non-

rotated model of the object. The centroid of the model istasethe origin of the coordinate
system and the z-axis is assumed to be perpendicular to Hgeiplane of the camera. The
length of the chromosome is determined by the number of commdels in the system and
the number of bits used in representing the orientation aflgact. The number of bits that
code the rotation of an object about an axis determines gwutgon of the rotation angle

coded by the chromosome.

Index of Rotation Rotation Rotation
an object. about z-axis. about y-axis. about x-axis.

Figure 2: A chromosome: The first gene codes the object todmgrézed. The second, third and fourth genes
code the orientation of the object.

The fitness functionf, of a chromosome given by equation (1) is used to determine
the fitness value of an individual. It is defined as the negativm of the distance values,
d;, in the distance transform of the complement image of theéatonmage. The index
runs for all points of the translated, scaled and rotatedozormodel of an object coded by
the chromosome. A zero value of the fitness function meangfagbdit of the model to
a particular component in the image since the distance sdhrethe contour points in the
distance transform are zero.

f=-Yd €

Figure 3 shows a contour image of &rx 8 hypothetical input image, the distance trans-
form of the complement of the contour image and contour nsodetled by three different
chromosomes which are projected onto the distance transfidne fithess value of the chro-
mosomes coding the contour models shown in figure 3(c), 3(d)3%e) are -31, -39 and 0
respectively. Figure 3(e) shows a case where the model fitetoomponent perfectly.
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Figure 3: Determination of the fitness value of a chromosda)d.he contour image. (b) The distance transform
of the complement of the contour image. (c), (d) and (e) Qamteodels coded by different chromosomes and
projected onto the distance transform.

An individual is evaluated as follows:

1. Decode the individual. That s, get the type of the contoadel with its orientation coded
by the chromosome.
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2. Calculate the scale factor between the rotated contodehamd the component using,

s=\ i (2)

whereA; is the area of the component in the image angdis the area of the orthogonal
projection of the rotated contour model onto the plane pelr the image plane of the
camera.

3. Translate the contour model to the centroid of the compbrieghen rotate it using the
orientation angle obtained when decoding the chromosordeseale it using the scale
factor calculated above.

4. Determine the fitness value of the individual using equmatl).

The position (centroid) of a component and the number oflpigEéthe component are
determined by the visual grouping algorithm. The positiba contour model and the scale
factor between the contour model and the component arendiedl while an individual
(chromosome) is being evaluated. The search for the bestimaith best orientation that fits
a given component in the image is made by the genetic algoritthat is, the recognition
and pose estimation problems are solved simultaneoushgxetognition system. The main
purpose of the genetic algorithm is to solve the optimizagimblem of finding the maximum
value on the fitness landscape. Figure 4 shows an exampletotadilandscape of an input
image containing letter W, which is rotated by 180 degreesiab-axis. The coordinate at
which the global maximum value of the fitness function oca@ives the index of the object
recognized with its rotation angles. The genetic algoritls®s its genetic operators to move
on the fitness landscape.

g "+ Global maximum
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20 i
about z-axis

Index of a contour model 0 o

Figure 4: A fitness landscape of an input image containirtg&V rotated by 180 degrees about z-axis taking
the centroid of letter W as the origin of the coordinate syst€he global maximum of the landscape occurs at
the index of the contour model of letter W in the database efdtntour models and at rotation angle of 180
degrees.

The algorithm of the recognition system has the following tmportant steps:
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1. Perform a complete genetic run for a component until ttst ineividual is found.

2. Decode the best individual and return the object recaghizth its pose.

The recognition system can be easily parallelized in thiferdnt ways. First, we can
have copies of the algorithm that operate in parallel orediifit components detected in the
input image so that the recognition of all detected comptsean be done simultaneously.
Second, we can run a parallel implementation of the algorfdr one component and apply it
to the rest of the components sequentially. The algorithmbegparallelized since genetic al-
gorithms let themselves easily parallelized [13]. Thigisgally useful if we want to increase
the recognition rate of our system. Third, we can combinatiwve types of parallelizations
and benefit an increase in both the recognition rate and sgeedognition.

The model acquisition system is used to acquire and save anoelel for a new object
for which the model does not exist in the system. It uses tbhgabisual grouping algorithm
to identify and locate the object. Then it uses a contoun¥aihg algorithm to extract the
contour points of the object and samples the contour poustsle so that the resulting model
has the same number of points as the other models in the syBkesns important because
the fitness value of an individual depends on the number abcomoints of a model coded
by the chromosome (individual).

5 Experimentsand Results

For all the experiments, we have set the parameters of thetigexhgorithm as shown in table
1. The system is made to acquire models of 64 objects someiohwhe shown in figure 5.
The objects include the English alphabets, digits, freellthawn objects and some German
traffic signs. The resolution of the system in coding thetroteangle of the object about an
axis is 0.7045 degrees.

Table 1: Parameters of genetic algorithm used

Number of individuals in the population 500

Crossover probability 0.2

Mutation probability per bit 0.05

Selection scheme Truncation selectior

Number of bits per gene coding the index of an object 6

Number of bits per gene coding a rotation angle about z-a8s
Number of bits per gene coding a rotation angle about y-a)8s
Number of bits per gene coding a rotation angle about x-a8s

A i DY) ) QO
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Figure 5: Some of the objects whose models are acquired bgystem.
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5.1 Experiment on Artificial Images

In this experiment, we study the effect of random noise on¢laegnition rate and pose esti-
mation of the system. Each input image is subjected to @iffielevels of random corruption
between 0% to 50%. The percentage of the noise levels shavwatio of the number of

pixels that are corrupted by the random noise to the totalbsurof pixels in the image. A

uniform random function generator is used to select a pixehée input image. The color

of the selected pixel is made to change to some other colarhwikinot used in the visual

grouping algorithm.
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Figure 6: Recognition rate obtained for different randorisedevels.

Figure 6 shows the result obtained for different noise aglded to the test images. As
the test images, we have used translated, scaled and re®tadns of all images whose
models are acquired by our system. The translation, scale@ation parameters of each
image is randomly selected. As can be seen from figure 6, stersyhas 100 percent recog-
nition rate for noise level up to 5%. This makes the systenusblo be used for real life
applications.

In order to investigate the pose (rotation) estimation bdiya of our system, we have
generated rotated versions of one of the German traffic Sgown in figure 7. The non-
rotated version of this traffic sign was already acquired by system. We have measured
the average pose estimation error of 10 experiments, winecrua for 0%, 1%, 5% and 10%
noise levels and for all rotation angles shown in figure 7.

Image&@@a99%®®

Angle 60 80 100 120 140 160

Image@@@@@@%@@

Angle | 180 200 240 260 280 300 320 340 360

Figure 7: Rotated versions of the German traffic sign useddiwate a pedestrian path.

Each of the experiments are done by starting the recogrsjistem with different random
seed values. As can be seen from figure 8, the system is ald@raee the pose of an object
with absolute maximum pose estimation error of 5.5 degreesdise level of 10%. This
makes the system again robust for estimating the pose ofjantob
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‘ Noisé level 1%

Noise level 0%

Rotation estimation error in degrees
Rotation estimation error in degrees
o

0 50 100 150 200 250 300 0 50 100 150 200 250 300
Rotation angle in degrees Rotation angle in degrees

Noise level 5% 4 Noise level 10%

Rotation estimation error in degrees
-
Rotation estimation error in degrees

% 50 100 150 200 250 300 0 50 100 150 200 250 300
Rotation angle in degrees Rotation angle in degrees

Figure 8: Pose estimation error for 0, 1, 5 and 10 percentreigls.

a.(60, 0, 0) b.(60, 60, 30) c.(10, 70, 40) d.(30, 45, 50)

b.(58.5,59.9,32.4)  ¢.(9.2, 70.5, 42.9) ’.(2D9.9, 135.7, 231.1)

9.(30, 60, 45) h.(0, 60, 0)

Figure 9: Sample recognition results obtained from expenitmon artificial images. The numbers in the brack-
ets below each of the images show the rotation angles of thgeémabout z, y and x-axis respectively. The
contour images show the recognition result obtained.
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Figure 9 shows sample recognition result obtained on adiifimages. As can be seen
from the figure, the recognition system has found in (d), @)and (h) equivalent rotation
angles, which will result in the same image projected ongéartiiage plane of the camera.

5.2 Experiment on Real Images

Figure 10 shows sample recognition results obtained ingmizong real 2D images. For the
experiments, we have used plane images printed on sheepefgpand some real German
traffic signs.

For real images, we have obtained a recognition rate of 93%6. rEcognition rate can
be increased even to a higher level if one uses a paralleemmghtation of the recognition
system as stated in section 4, where different recognizeris @ one component at the same
time.

We have tested and implemented our system on a standard 8@Q0cbthputer running
the Linux operating system. On the system, our algorithmafse to process 2 input images
per second if the image contains one component. The redmgtiine of the system increases
linearly with the number of components detected in the inmpaige.

Figure 10: Sample recognition results obtained in recaggieeal 2D images. The contour images below each
of the images show the type of the object that is recognized.

6 Conclusion and Outlook

In this paper, we have presented a new evolutionary objecigration system, which is
independent of translation, rotation and scaling, for gatzing 2D plane objects in 3D and
determining their 3D poses simultaneously. From our expent, we have concluded that
one can use the power of genetic algorithms to search fordkefib in the space of objects
and their pose. The presented system is suitable for agiphsarequiring the recognition of
navigation symbols such as traffic signs.

The system has one limitation. It is not robust with respeaidclusions. If the object is
occluded, the system may not recognize the object corréottire future, we have a plan of
designing an evolutionary object recognition system thatltes the occlusion problem. This
can be done by redesigning the visual grouping algorithnseoather features such as object
boundaries.
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This work can be extended to the recognition and pose estimat 3-D objects. For 3D

objects instead of having a database of 2-D contour modelsyiWhave a database of 3-D
wire models. This will be a matter of future results.
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