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Abstract

Junction characterization is a very costly task since
gunctions are multi-scalar and multi-oriented struc-
tures. Besides, high directional selectivity is also re-
quired to deal with complex junctions. Steerable filters
attenuate this computational burden by approrimating
a filter at an arbitrary scale and orientation with a fi-
nite set of so-called basis filters. But due to the un-
certainty principle high orientational selectivity can be
only achieved by applying a large number of basis fil-
ters. In this paper we present a kind of filter with
small spatial support to alleviate this effort. The mask
of our filter is determined not by Fourier transform,
but directly according to the coordinates. Hence, masks
with high orientational selectivity can be obtained with-
out increasing any extra computation. Moreover, only
averaging values in the masks are calculated. The ex-
pensive 2D convolution of normal filtering s therefore
avoided.

1 Introduction

Junctions of gray-value lines or edges are rare events
in images carrying important information for many
image processing tasks like point matching in object
recognition, point tracking in motion analysis and at-
tentive coding.

In order to use junctions for such tasks we must be
able to characterize them by means of signatures and
to classify them in junction categories. Junctions are
local structures with multiple intrinsic scales and orien-
tations [2]. A signature characterizing such a junction
can be only obtained by applying a filter in different
scales and orientations. This results in enormous com-
putational effort. To reduce such a complexity the con-
cept of steerability has been introduced [4, 1]. Steer-
ability is based on the approximation by a Fourler se-
ries. The response of a filter at an arbitrary scale and
orientation can be approximated as a linear combina-
tion of a finite set of so-called basis filters. Usually the
number of basis filters is much less than that of scale
changes and rotations. Therefore, the computational

cost is highly reduced.

Although steerability provides us with a solid math-
ematical theory, the complexity of its implementation
remains high. Due to the uncertainty principle the
product of orientational resolution of a steerable filter
and its corresponding spectral bandwidth has a lower
bound. Therefore, in order to achieve a high orienta-
tional selectivity we have to apply a large number of
basis filters with each of them having supports covering
the whole neighborhood of the corresponding keypoint
[5, 6].

But why is it necessary to cover the neighbor so
many times? In principle we need to ”scan” the neigh-
bor only once to obtain the required information for
characterization. This is the motivation of our polar
averaging filter. The goal is to reduce the computa-
tional cost by applying a rotated mask with small spa-
tial support. Furthermore, we try to accomplish all
filtering by avoiding 2D convolution which is computa-
tionally expensive if the filter is non-separable and the
computer does not contain a dedicated convolver.

In the following we first describe the new polar av-
eraging filter in detail. Then the complexity of our
approach is compared with the steerable wedge filter
[7]. Finally we show the performance of both filters in
real experiments and give the conclusion about the new

filter.

2 Polar Averaging Filter

Our method applies a local polar mapping at a key-
point. Then, it estimates averaging values over the
rectangular support in polar coordinates as shown in
figure 1. The positions of local maxima show the
orientation of lines and the positions of steepest de-
scent /ascent indicate the orientation of edges. Because
in natural images edges are more important than lines
we further apply a 1D derivative filter with respect to
the angle to get the required information. In this paper
we use the first derivative of an 1D Gaussian function
(1 with tap size S. Thus, for a circular neighborhood
of a keypoint f(x,y) the impulse response yields:
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where A'( ) means the number of pixels in the masks
and 0,6; € [0,2rx]. The maxima of ¢(f) and h(#) indi-
cate the existence of lines and edges, respectively. The
meaning of other parameters are shown in figure 1. As
an example we present synthetic image results in fig-
ure 2.

The support of the filter does not contain the offset-
keypoint so that confusion is avoided due to artifact
structures close to the keypoint. The advantages of
introducing Rp,i, can be seen in figure 3.
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Figure 1: Mask centered at angle §;. left: Mask in orig-
inal Cartesian coordinates. Keypoint is at the center
of the circle. Right: Mask with 6 and p as Cartesian
coordinates. Radial boundaries of the mask are fixed

by Rmax and Ryin, W is the angle width of the mask.
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Figure 2: Top: Synthetic edge junctions. Bottom:
Polar plots of h(#). The local maxima show the orien-
tation of edges. Here GG with tap size S = 11 is used.
W = 8%, Rmin = 3, Rmax = 9. The small deviations in
orientations are due to the fact that an edge can only
be presented by two pixels in the grid, while we can
not set the center of a mask between two pixels.
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Figure 3: (a): An edge junction corrupted by a small
white square. (b): With Ry,in = 0 the output possesses
many local maxima. (¢): With Rpyin # 0 the confusing
structures are not corrupting the angular plot. W = 8°,

Ronax =7, S = 11.

3 Complexity Comparison

Many kinds of steerable filters are used to analyze
junctions. Since the steerable wedge filter [7] represents
basic attributes of steerable filters and is computation-
ally more effective than normal steerable filters due to
its polar separability, we choose this filter for compar-
ison.

Steerable filter methods are based on convolution.
The computational cost is proportional to the number
of basis filters. In order to implement the steerable
wedge filter [7] with N basis filters of mask size P x P

we require N (2P + %) multiplications and N (2P —

1)+ %(N — 1) additions, where d¢ is the sampling
interval in the angle domain. Normally §¢ = 1° is fine
enough to characterize all possible junctions.

In the polar averaging filter, the complexity is re-
duced in two-fold. First, we apply filters with much
smaller support than the basis filters in [7]. Sec-
ondly, due to averaging we have up to the Gaus-
sian derivative with respect to the angle only addi-
tions and about 360 multiplications (for d¢ = 1°).

Precisely, we need %S + 366120 multiplications and
1) additions to

%F(Rmax - Rmin + 1)2 + %(S -
employ our method, where S is the tap size of 1D
derivative filter. As shown in figure 4, to achieve
the equivalent orientational selectivity, 90 basis fil-
ters are required in the steerable wedge filter method
[7], yielding 37980 multiplications and 37530 additions
(N =90, P = 31) totally. The effort of the polar aver-
aging filter is only 4320 multiplications and 6817 addi-
tions (W = 4°, Rpin = 0, Rmax = 15,5 = 11).

It should be noticed that the local polar mapping
can be done ”off-line” since it 1s a transform between

coordinates and is therefore valid for all different im-
ages. The resulting table-look-up is of negligible com-
plexity in comparison to the averaging step.



45 135, 45

20 40 60 270 270 270
(a): junction (b): 46 bases (c): 90 bases (d): averaging method

Figure 4: (a): A so-called ”Siemens star” with 16
edges spanning evenly the orientation space. (b): Po-
lar plot of the result using the steerable wedge filter
[7] composed of 46 basis filters with 31-tap size. The
edges are hardly discernible. (c): The same as in (b)
but using 90 basis filters. (d): Results of polar aver-
aging filter. The orientations of the edges are clearly

presented. W = 4°, Ruin = 0, Rupax = 15, S = 11.

4 Experiments

In real images junctions are often corrupted by noise.
Experiment in figure 5 shows that the polar averaging
filter is robust against noise. In addition, the detection
and localization of keypoints are not always precise [3].
Therefore, 1t is necessary to study the behavior of the
new filter with respect to the offset variations. Our
filter is also stable in this case (figure 6). In figure 7 and
8 we show the performance of the steerable wedge filter
and our polar averaging filter in real edge junctions.
The keypoints are not always at centers of the masks.
Both of filters are stable with respect to these offsets.
Our filter characterizes the directions of junctions more
distinctively but is relatively sensitive to high frequency
components due to 1D derivative.
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Figure 5: Top: A synthetic edge junction disturbed
by four increasing levels of random noise. Bottom:
Corresponding results using the polar averaging filter.
Even in the very noisy case (SA'R = 0 dB) we can still
match the junction. W = 10°, Ruyin = 0, Rmax = 9,
S =11
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Figure 6: Top: Different deviation of the keypoints
from centers of masks. Bottom: Polar plots of h(f).

W= 150, Rmin = 3, Rmax = 15, S =17.

5 Conclusion

The main task of image analysis can be expressed as
the question ”what is where”. Usually different kinds
of filters with different shapes are applied to extract
required information. Therefore, convolution is a stan-
dard method. In order to optimize filters many meth-
ods of signal reconstruction such as Fourier series and
wavelets are further introduced.

But these may be not necessary to characterize junc-
tions. It is known that images are represented in a reg-
ular grid, i.e., a kind of topological structure. Applying
filters can be viewed as converting one structure into
another more suitable structure for extracting required
information. With this view of structure we can ob-
tain the orientational information much more straight-
forwardly by directly rearranging the structure from
Cartesian coordinates to polar coordinates. The con-
version avoids the cumbrous 2D convolution and repre-
sents the required information more distinctively. The
polar averaging filter simplifies image analysis. It can
be further applied to estimate multiple motions and to
cope with scale problems.
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