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Abstract

In this paper, we compare the effects of multiple motions in spatial and spectral represen-

tations of an image sequence. We describe multiple motions in both domains and establish a

comparison regarding their inherent properties when discretized. Though the spectral model

provides us with an explicit description of both occlusion and transparency, it turns out that

its resolution is very limited. We show that the spatial domain represented by the spatio-tem-

poral derivatives has superior resolution properties and is thus more appropriate for the treat-

ment of occlusion. We present an algorithm which based on an initial estimate of the number

of motions uses the shift-and-subtract technique to localize occlusion boundaries and to track

their movement in occlusion sequences. The same technique is used to distinguish occlusion

from transparency and to decompose transparency scenes into multi-layers.
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1. Introduction

The detection and estimation of multiple motions are challenging problems in

the study of optical flow. Single motion estimation approaches are based on the
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conservation of a response characterizing the local structure of images. For example,

the well-known brightness change constraint equation (BCCE) [1]
Ixuþ Iyvþ It ¼ 0 ð1Þ

is based on the conservation of intensity. Optical flow is denoted by ðu; vÞ and the

spatio-temporal derivatives by the triple (Ix, Iy , It). It is clear that such a constancy
constraint models a single motion inside the neighborhood involved in estimation or

inside the support of the filters producing the response to be conserved.

The detection of multiple motions can be addressed as segmentation problem.

However, the optical flow-field segmentation problem is coupled with the estimation

of the flow itself which is a well-known ill-posed problem. Such coupled estimation–

segmentation problems have the chicken-and-egg dilemma inherent. If the flow were

accurately given everywhere then we would be able to find the motion boundaries. But

flow can be accurately estimated only if we know the motion boundaries and hence
the exact neighborhood where the single motion assumption holds. A solid approach

would be to formulate a global variation optimization problem where unknowns are

both the flow and the region boundaries. Indeed, many approaches presented several

variants of discontinuity preserving or anisotropic diffusion approaches [1–4].

In this paper, we are interested in the local detection and estimation of multiple

motions. Local approaches can be divided in two groups depending on the domain

they work: spatio-temporal and frequency domain.

1.1. Spatial approaches

Most of the spatial approaches are based on parametric models applied in large

neighborhoods [5]. These face again the above-mentioned dilemma which they try
to solve with successive iterations between segmentation and estimation. The most

profound paradigm is expectation–maximization (EM), e.g. [6]. Bergen et al. [7] pro-

posed an iterative method based on the shift-and-subtract strategy to estimate two

motions. They subtracted pixels connected to one motion during the refinement of

the parameters of the other motion and vice versa. Irani et al. [8] applied this itera-

tive method in the temporal integration to blur out uninterested regions and to track

objects even with non-consistent speeds.

In presenting explicit multiple motion models many researchers have made contri-
butions. Wang and Adelson [9] represented multiple motions with a multi-layer mod-

el. The local motion estimation technique they used for estimation is still based on

the BCCE. Fleet et al. [10] explicitly modeled an occlusion boundary in the spatial

domain with a step function in both components of the optical flow field and used

the steerability theory to detect the boundary. Black and Fleet further proposed to

use the Bayesian framework to determine which pixels belong to the motion bound-

ary regions and to choose an appropriate motion model (i.e., translational motion

vs. occlusion motion) [11].
Black and Anandan [12] treated occlusion regions as outliers of the motion con-

straint and set lower weights to these regions in the estimation. The concept of an

outlier represents exactly the relationship between the pixels near occlusion bound-



W. Yu et al. / Computer Vision and Image Understanding 90 (2003) 129–152 131
aries and the pixels with a single motion: The spatio-temporal partial derivatives of

the pixels with a single motion form a plane in the derivative space and the deriva-

tives of the pixels near occlusion boundaries deviate from this plane due to motion

discontinuities. Based on this concept, probabilistic methods were proposed to mod-

el occlusion boundaries [13] and to estimate motions near occlusion boundaries
[7,14]. Outliers were considered as noise in statistic methods (e.g. [15]) as well as

in the Hough transform-based approaches (e.g. [16]).

1.2. Spectral approaches

Motion estimation was also addressed from the point of view of orientation anal-

ysis in the spectral domain. Adelson and Bergen [17] pointed out that motion is

equivalent to spatio-temporal orientation and introduced a spatio-temporal energy
model for single motion representation. This was the first optical flow algorithm

based on the spectral analysis.

Big€uun and coworkes [18,19] connected the orientation analysis with symmetry de-

tection. They pointed out that a single motion can be described as a linear symmetric

image, whose spectrum is a line passing through the origin in the frequency domain.

They fixed the orientation of the spectral line by minimizing a moment measure in

the frequency domain. Shizawa and Mase [20] proposed a simple superposition prin-

ciple. Fleet and Langley [21,22] as well as Beauchemin and Barron [23] further ana-
lyzed the spectral structure of occlusion and transparency. J€aahne used a 3D structure

tensor [24] to detect symmetry and to estimate motion [25]. He further introduced an

eigenvalue-based coherence measure to distinguish different kinds of motions such as

single constant motion and motion discontinuities.

In the following, we will display that occlusion is equivalent to multiple planes

with some distortions both in the derivative space and in the frequency domain;

transparency can be described as multiple planes without distortions only in the

spectral domain [23,26]. The corresponding motion parameters are determined by
the normal vectors of these planes. Determining the precise orientation of two mo-

tion planes, however, remains a difficult task because the angle between two motion

planes can be arbitrary. Big€uun et al. [19], Shizawa et al. [20], and J€aahne [25] used the

principal axis analysis, which is also called principal component analysis (PCA),

Karhunen-Lo�eeve transform (KLT), and Hotelling transform in different literature.

It decomposes a signal into an orthogonal basis using eigenvector analysis or singu-

lar value decomposition (SVD). The problem of principal axis analysis is that it is

only appropriate to detect one dominant orientation because the largest eigenvector
is always orthogonal to the other eigenvectors, no matter what kind of structure the

signal has. In other words, the orientation resolution of the principal axis analysis is

not sufficient to solve a non-orthogonal multiple orientation problem.

1.3. Hybrid approaches

In order to determine the orientation of the motion plane in the frequency domain

and avoid the discrete Fourier transform, Heeger sampled the spectrum of the image
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sequence with 12 Gabor filters in the spatial domain [27]. Similarly, to sample the

spectrum for motion estimation [28], Xiong and Shafer used a basis of confluent hy-

pergeometric functions [29].

Grzywacz and Yuille [30] further pointed out that the orientation uncertainty de-

pends on the angular support of a filter which is the angle between two tangential
lines of the support passing through the spectral origin. In orientation analysis,

the filters at different frequencies are desired to have the same angular uncertainty,

which is exactly the property of Gabor wavelets [31,32].

One main concern of Gabor/hypergeometric filter-based approaches is the enor-

mous complexity of computation in sampling the spectral domain with fine resolu-

tion. Another concern is the positive skewness in the filter responses of the Gabor

wavelets [30]. However, we do not address these points in this paper.

1.4. Our contribution

In this paper, we focus on the comparison between spatial and spectral models of

multiple motions. We argue that though the spectral motion model describes both

occlusion and transparency in a uniform manner, the spatial model is more appro-

priate for occlusion analysis because it provides finer resolution and requires less

frames in the sequence than the spectral motion model. The shift-and-subtract tech-

nique is also applied to localize and to track motion boundaries.
This paper is constructed as follows: The following section studies occlusion and

transparency in detail for a better understanding of multiple motions. We also com-

pare motion models in spatial and in spectral domain. In Section 3 we introduce a

general framework for multiple motion analysis. As the first step, we characterize

motions with a spherical signature which is used to distinguish occlusion from trans-

parency. This signature also provides us with a reasonable initial value close to the

correct solution. In the estimation step, we mainly address the outlier issue in occlu-

sion estimation. After that we use the shift-and-subtract technique to localize and to
track occlusion boundaries. Section 4 shows some experiment examples. Finally, this

paper is concluded in Section 5.
2. Understanding multiple motions

2.1. Spatial observation of multiple motions

Both occlusion and transparency can be decomposed into multiple layers [9]. But

decompositions are based on different principles. We illustrate this difference in Fig.

1, where occlusion is more local than transparency in the spatial domain: while oc-

clusion involves a step-function at the occlusion boundary, transparency results from

the overlapping of two motions in the entire window. This difference makes it diffi-

cult to describe both kinds of multiple motions using a unified model in the spatial

domain. Concretely, while occlusion can be characterized as multiple planes in the

derivative space [20] with some outliers caused by the incorrect derivatives near



Fig. 1. Difference between occlusion and transparency. Here random dot regions represent motions and

dark regions denote static areas. The occluding signal is moving with the speed ð1; 1Þ [pixel/frame] and the

occluded signal with ð1;�1Þ and the speeds of transparent motions are ð1; 1Þ and ð1;�1Þ as well. Top: One

frame of the occlusion sequence is decomposed into two layers by a Heaviside unit step-function (Eqs. (2)

and (3)). There is motion discontinuity only at the boundary. The term ĝg denotes the unit vector normal to

the occluding boundary. Bottom: One frame of the transparency sequence is a simple superposition of two

layers (Eq. (10)). Multiple motions exist in the entire window.
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occlusion boundaries, transparency cannot be described as multiple planes in the
derivative space because the global overlapping results in an erroneous estimation

of derivatives in the entire window. This limitation was the motivation for a better

model in the frequency domain.

2.2. Spectral analysis of occlusion

The spectrum of multiple motions was first analyzed by Fleet and Langley [22].

Assuming that an occlusion boundary is a characteristic function vðxÞ, they modeled
the occlusion in the spatial domain as follows:
Iðx; tÞ ¼ vðx� v1tÞI1ðx� v1tÞ þ ½1� vðx� v1tÞ�I2ðx� v2tÞ; ð2Þ

where x denotes 2D spatial Cartesian coordinates, I1ðxÞ is a 2D occluding signal

moving with velocity v1 ¼ ðu1; v1ÞT and I2ðxÞ is a 2D occluded signal moving with

velocity v2 ¼ ðu2; v2ÞT.
Beauchemin and Barron [23] were the first who formulated an exact model in the

frequency domain. They modeled the occlusion in the spatial domain with a Heav-

iside unit step-function UðxÞ for vðxÞ:
UðxÞ ¼ 1; xTĝgP 0;
0; otherwise

�
ð3Þ
with ĝg denoting a unit vector normal to the occluding boundary. Eq. (2) reads then
Iðx; tÞ ¼ Uðx� v1tÞI1ðx� v1tÞ þ I2ðx� v2tÞ � Uðx� v1tÞI2ðx� v2tÞ; ð4Þ
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We denote the spatial frequency vector as k ¼ ðxx;xyÞT and the temporal fre-

quency as xt. Using the convolution and shift theorems we obtain the Fourier trans-

form of Eq. (4) as
~IIðk;xtÞ ¼ ~UUðkÞdðkTv1 þ xtÞ � ~II1ðkÞdðkTv1 þ xtÞ þ ~II2ðkÞdðkTv2 þ xtÞ
� ~UUðkÞdðkTv1 þ xtÞ � ~II2ðkÞdðkTv2 þ xtÞ; ð5Þ
where � means convolution and e denotes the Fourier transform of the corre-

sponding signal. The Dirac function dðk;xtÞ is caused by the motion in the sequence.

The spectrum of the Heaviside unit step-function is a 2D Dirac function located at
the origin plus a 2D hyperbolic line
~UUðkÞ ¼ 2p pdðjkjÞ
"

þ dðkTĝg?Þ
ikTĝg

#
: ð6Þ
Here ĝg? denotes a unit vector perpendicular to ĝg. Taking the properties of the im-

pulse function into account we obtain (see [26,33] for the lengthy derivation)
~IIðk;xtÞ ¼ 2p2dðjkjÞ
"(

þ 2pdðkTĝg?Þ
ikTĝg

#
� ~II1ðkÞ

)
dðkTv1 þxtÞ þ ~II2ðkÞdðkTv2 þxtÞ

� 2p2dðjkjÞ
"

þ 2pdðkTĝg?Þ
ikTĝg

#
dðkTv1 þxtÞ � ~II2ðkÞdðkTv2 þxtÞ

¼ ½2p2~II1ðkÞ þAðkÞ�dðkTv1 þxtÞ þ ð1� 2p2Þ~II2ðkÞdðkTv2 þxtÞ þBðk;xtÞ
ð7Þ
with
AðkÞ ¼ 2p

ikTĝg
dðkTĝg?Þ � ~II1ðkÞ; ð8Þ

Bðk;xtÞ ¼
i2p

kTĝg
dðkTĝg?ÞdðkTv1 þ xtÞ � ~II2ðkÞdðkTv2 þ xtÞ: ð9Þ
The first two terms of expression (7) are two oriented planes passing through the

origin of the frequency space (kTv1 þ xt ¼ 0 and kTv2 þ xt ¼ 0). Their normal

vectors, namely ðv1; 1Þ and ðv2; 1Þ contain the velocities. The second term is the exact

spectrum of the occluded signal. The first term contains an additional distortion term

AðkÞ on the plane of the occluding spectrum. However, here we are only interested in

the orientation of the plane and the term AðkÞ does not disturb the orientation.

Actually, AðkÞ strengthens the spectral plane kTv1 þ xt ¼ 0. Therefore, we do not

consider it as distortion. The main discriminating term is the third one, Bðk;xtÞ. It is
a convolution between a 3D spectral line passing through the origin whose amplitude

changes hyperbolically and the spectrum of the occluded signal, which lies on the

spectral plane kTv2 þ xt ¼ 0. On the occluded plane, each Dirac component shifts

the center of the 3D spectral line from origin to its position and weights this line with

the Dirac amplitude. As the occluded plane is composed of a set of differently
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weighted and located Dirac components, we view the distortion as the sum of dif-

ferently weighted spectral lines with their roots on the occluded plane and with their

orientation formed by dðkTĝg?ÞdðkTv1 þ xtÞ.
If the energy of the distortion term Bðk;xtÞ is very high, we will not be able to

recognize these two planes. Fortunately, the energy of the distortion decreases very
quickly after leaving the occluded spectral plane due to the hyperbolic property of

i2p=kTĝg. The amplitude of distortion is much less than that of the signal in most re-

gions of the spectrum outside the occluding and the occluded spectral plane. Thus,

we still can use the information of energy distribution to fit dominant spectral planes

except for the regions at low frequencies, where the determination of the orientation

of spectral planes is more susceptible to distortion than in high frequency regions. As

a recipe, we may consider the spectrum only above a lower frequency bound to

improve the robustness of motion estimation.

2.3. Spectral analysis of transparency

Transparency may be viewed as a special case of occlusion by simply substituting

vðx� v1tÞ with a real constant a ða 2 ð0; 1ÞÞ [23]
Iðx; tÞ ¼ aI1ðx� v1tÞ þ ð1� aÞI2ðx� v2tÞ: ð10Þ
The corresponding spectrum is then characterized by two oriented planes without

distortion
~IIðk;xtÞ ¼ a~II1ðkÞdðkTv1 þ xtÞ þ ð1� aÞ~II2ðkÞdðkTv2 þ xtÞ: ð11Þ
2.4. Spectral model of multiple motions

Though in the case of occlusion there exists a distortion term, most of the energy

is on the two spectral planes due to the hyperbolic nature of the distortion term.

Thus, both occlusion and transparency are characterized as multiple spectral planes

passing through the origin, and the corresponding motion speeds are described by

the normal vectors of these planes.

This model can be viewed as a generalization of the spatio-temporal energy model

of single motion [17,27]. At first sight it is very similar to the work of Shizawa and
Mase [20], who assumed that multiple motions are additive superpositions of two

single motions in the frequency domain or in the derivative space [20]. But there

are two distinct points in our work:

• Shizawa and Mase proposed that multiple motions are characterized as multiple

planes both in the ðIx; Iy ; ItÞ-space and in the frequency domain. We argue that

the description is not feasible in the ðIx; Iy ; ItÞ-space in the case of transparency be-

cause the points in the ðIx; Iy ; ItÞ-space are mixtures of two component motions and

they do not lie on either of the two component motion planes.
• At low frequencies multiple planes are disturbed by the distortion term of the oc-

clusion according to our analysis. We have to truncate low frequency components

in order to fit multiple planes robustly.
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2.5. Comparison between spatial and spectral model

According to the analysis in the above section, the assumption of multiple planes

in the spectral domain describes both occlusion and transparency, while the same as-

sumption in the spatial domain describes only occlusion. When we do not have a pri-
ori knowledge about motions, we should stay in the spectral domain.

It should be noticed that, though we have a thorough analysis of multiple mo-

tions in the spectral domain, there exists a severe problem in obtaining the energy

spectrum of the image sequence due to the block effect of the discrete Fourier

transform (DFT). To avoid the block effect of DFT, we take a local Fourier trans-

form (LFT), i.e., DFT windowed by a Gaussian. According to the convolution

theorem, Gaussian windowed DFT of the image sequence is equivalent to the con-

volution between the spectrum of the image sequence and the Gaussian function.
Hence, the spectrum is blurred after the LFT and the resolution of the spectral

model decreases. To increase resolution we could enlarge the window for the appli-

cation of the LFT. But unfortunately, the constant motion assumption in this

enlarged neighborhood is more fragile. Meanwhile, using a larger window means

including more frames in the estimation, but we can hardly assume that the motion

is constant over a very large time interval. Thus, for occlusion analysis we prefer to

stay in the spatial domain and treat the derivatives near occlusion boundaries as

outliers.
3. Multiple motion analysis algorithm

In this section, we introduce a concrete algorithm for multiple motion analysis.

This algorithm can be divided into the following three consecutive steps:

1. Motion Characterization—determine the number of motions and the domain of

parameter estimation.
2. Motion Estimation—estimate motion parameters of occlusion and transparency.

3. Scene Analysis—track the movement of occlusion boundaries or decompose

transparency frames into multi-layers.

3.1. Motion characterization

Given a motion sequence, how do we know whether there are multiple motions? If

there exist multiple motions, how do we determine whether they are occlusion or
transparency? These questions need to be answered in the motion characterization

step. Here we apply a new conic filter [34] either on spatio-temporal derivative space

of a local neighborhood or on the local Fourier transform to obtain a 3D orientation

signature of the local neighborhood in the motion sequence. This conic filter is a

Gaussian function defined in local spherical coordinates and its Cartesian support

has the shape of a truncated cone with axis in radial direction and very small angular

support. The reader is referred to [34] for details of the conic filter. Here we focus on

the filter response of motion planes. A tilted motion plane passing through the origin
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ð0; 0; 0Þ in the 3D Cartesian coordinate system with a unit normal vector

n ¼ ðn1; n2; n3ÞT reads
Fig. 2

curves
xn1 þ yn2 þ zn3 ¼ 0: ð12Þ

Here the triple ðx; y; zÞ represents either the derivative coordinates ðIx; Iy ; ItÞ or the

spectral coordinates ðxx;xy ;xtÞ. After converting the Cartesian coordinates into

spherical coordinates (i.e., ðx; y; zÞ ! ðr; h;/Þ and ðn1; n2; n3Þ ! ð1; hn;/nÞ), we ob-

tain
r cosð/Þ cosð/nÞ cosðh � hnÞ þ r sinð/Þ sinð/nÞ ¼ 0; ð13Þ

where h and / denote the azimuth and elevation angle of the plane and ðhn;/nÞ
denote the angles of the normal vector. The variable r is integrated out after applying

a set of conic filters. Thus, the tilted motion plane is converted into a harmonic curve

in the spherical coordinates
cosð/Þ cosð/nÞ cosðh � hnÞ þ sinð/Þ sinð/nÞ ¼ 0: ð14Þ

Both Eq. (12) and Eq. (14) resemble the BCCE constraint (cf. Eq. (1)). Corre-

spondingly, the motion parameters ðu; vÞ are determined by the normal vector of the
plane either in the Cartesian coordinates or in the spherical coordinates
u ¼ n1
n3

¼ cosðhnÞ cotð/nÞ;

v ¼ n2
n3

¼ sinðhnÞ cotð/nÞ:
ð15Þ
The angles ðhn;/nÞ in the normal vector n are related to the maximal / coordinate,

/m, and the corresponding h coordinate, hm, in the 3D orientation signature (cf. Fig.

2 and see Appendix A for derivation):
hn ¼ hm þ 180�;
/n ¼ 90�� /m:

ð16Þ
The advantage of characterizing motions in the spherical coordinates is that each

harmonic curve in the ðh;/Þ space has two zero-crossing points on the h axis with a
. Left: A plane with normal vector ð�1; 1; 1Þ in the Cartesian coordinates. Right: The corresponding

in the ðh;/Þ space.
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distance of 180� and hm lies exactly in the middle of these two zero-crossing points

(cf. Fig. 2). This extra geometric constraint is very useful in determining the number

of motions automatically as well as in obtaining reasonable initial values of motion

parameters. In this paper, we assume that there are at most two motions in an image

sequence. The motion characterization step is then described as follows:
1.1. Apply the conic filters both on the spatio-temporal derivative space of a local

neighborhood to obtain a spatial orientation signature and on the local Fourier

transform to obtain a spectral orientation signature.

1.2. Fix a threshold parameter g and an energy threshold parameter ke. Add up

the nonzero signature components in each orientation signature to obtain a total en-

ergy Etol.

1.3. In each orientation signature, cluster the nonzero signature components near

h axis (i.e., �g6/6 g) into the same group if their distance is less than 2g. If the
centroids of two groups have a distance2 ½180�� g; 180�þ g�, these two groups

form a group-pair.

1.4. For each group-pair of the orientation signature in the determined estimation

domain, continue searching along the positive / direction from their middle points

(there are two middle points due to the circular angle distance along h direction) and

cluster the nonzero signature components with local maximal /m into different

groups like in step 1.3. The weight-center of the vertical group gives us a guess of

ðhm;/mÞ and consequently an initialization of ðhn;/nÞ (cf. Eq. (16)).
1.5. For each ðhn;/nÞ, add up the nonzero signature components satisfying
j cosð/Þ cosð/nÞ cosðh � hnÞ þ sinð/Þ sinð/nÞj6 g ð17Þ

to obtain a curve energy Ecur.

if ðEcur=EtolÞ > ke =� enough energy in the curve �=
set the corresponding ðhn;/nÞ pair as reliable and remove those components

satisfying the inequality (17) before treating the next ðhn;/nÞ pair;
else =� not enough energy in the curve �=

set the corresponding ðhn;/nÞ pair as unreliable.
1.6. Compare the number #s of reliable ðhn;/nÞ pairs in the spatial signature and

the same number #p in the spectral signature to determine the number of motions

and to determine in which domain we should estimate motions.

if #s ¼ #p ¼ 1 =� single motion �=
exit and use single motion model for estimation;

else if #s ¼ #p ¼ 2 =� occlusion �=
use spatial orientation signature for estimation;

else if #s arbitrary and #p ¼ 2 =� transparency �=
use spectral orientation signature for estimation;

else =� unknown case �=
break the characterization and exit.

In the above algorithm, the group-clustering method in steps 1.3 and 1.4 is fragile in

the following specific situations:

• If images have no pixels satisfying jItj6 g, the orientation signature will have no
energy within the threshold distance of the h axis and step 1.3 will fail. The same
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is true for images whose signatures have no component near expected ðhm;/mÞ lo-
cation, though this is less likely to happen for real images.

• If two motions move in the same direction with different speeds or in the completely

opposite direction (the later case may be considered as a special example of moving

in the same direction since we can change the sign of the speed components), the
motion planes in the ðIx; Iy ; ItÞ-space form a bow tie structure [35]. Correspondingly,

the curves in the ðh;/Þ space will have the same h at / ¼ 0. Besides, the extreme

points coordinated with ðhm;/mÞ in two curves may be very close to each other

which makes the group-clustering difficult, even when we use the energy threshold-

ing method to help the clustering. The difference between these two extreme points

depends both on two motion speeds and on the angular resolution of the conic fil-

ter. A careful analysis of their quantitative relation still needs to be conducted.

The aforementioned fragility of group-clustering may be avoided if we can find an
elegant curve-fitting technique to extract the parameters of multiple curves. But this

point still remains to be studied.

3.2. Motion estimation

We use Eq. (14) based EM algorithm to estimate multiple motions. The EM algo-

rithm consists of subsequent iterations of the expectation and maximization step un-

til there is no significant difference in the parameter estimates. In the expectation
step, the membership weights of points are updated by the new results of parameter

estimation; in the maximization step, we use the usual maximum likelihood method

to estimate parameters with the updated assignment of points to groups. The reader

is referred to [36] for details about the EM algorithm.

Since the EM algorithm is an iterative method, it has no closed-form solution.

Generally, we do not know the number of motions exactly. Unlike other implicit

constraints [37–39], the motion characterization step helps to determine the number

of motions explicitly. Moreover, convergence and robustness of the EM algorithm
are very much dependent on the initial values. Using the orientation signature we

can facilitate a good initial value close to the correct solution.

Here we mainly address the outlier issue in occlusion estimation. Most current

probabilistic estimation algorithms including the EM algorithm still include the out-

liers in the occlusion estimation. This makes the estimation fragile, especially if the

number of outliers is comparable to the number of pixels with a single motion, since

probabilistic methods are purely based on statistics. Our motivation is to improve

the quality of input data before extracting motion parameters. Concretely, we can
improve the precision of occlusion estimation if we can purify multiple planes from

outliers (i.e., distortions). The remaining question is how to detect these outliers. The

following two facts are proven to be useful in detecting outliers: First, if we have oc-

clusion in a window, the occlusion boundaries should lie somewhere inside this win-

dow, though we do not know their exact positions. Second, we observe the following

relations in the spatio-temporal derivative space according to [25]:

• For a single constant translational motion, the three eigenvalues of the motion

plane satisfy
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r1 P r2 > r3 ¼ 0: ð18Þ

• For a single constant motion having the aperture problem, the plane above degen-

erates into a line whose corresponding eigenvalues satisfy
r1 > r2 ¼ r3 ¼ 0: ð19Þ

• For more complex motions all eigenvalues are positive
r1 P r2 P r3 > 0: ð20Þ

We can judge if there are multiple motions from different combinations of eigen-

values even without knowing motion parameters. Moreover, the eigen-analysis in [25]

can work in a very small window (e.g., a 5
 5
 3 window) which facilitates the

detection of outliers. Thus, we use a multi-window strategy to eliminate outliers

before estimation. We detect outlier regions using small windows and mark these

regions as outliers. In a large window containing these small windows, the pixels

outside outlier regions are then guaranteed to be normal pixels. Using only these

normal pixels for estimation, we avoid the disturbance of outliers and therefore
improve the precision of estimation results in the large window.

In practice, the eigenvalues may deviate from their standard values due to noise or

derivative approximation error. Thus, instead of checking if r3 ¼ 0, we set a thresh-

old k31 for multiple motion detection. If r3 > k31r1, we conclude that there are multi-

ple motions. We may also check the aperture problem by defining another threshold

k21 between r2 and r1. Here we set k31 ¼ k21 ¼ 0:2.
It should be noticed that we also abandon some normal pixels by marking outliers

with small windows. Therefore, we prefer to reduce the size of the small window so
that this loss is as small as possible. On the other hand, in order to provide robust

eigenvalue analysis we must have an adequate number of pixels in the small window.

Taking into account that the occlusion boundaries are local in every image frame and

that the motions are assumed to be piecewise-smooth, we solve this conflict by limit-

ing the spatial size of the small window, but extending its temporal size to include pix-

els from other frames as well (e.g., from frames ðt0 � 1Þ and ðt0 þ 1Þ, where t0 denotes
the current frame). In order to verify that the normal pixels remaining are still ade-

quate for estimation, we define a reliability measure which is a ratio between the num-
ber of normal pixels remaining and the total number of pixels in the large window
rm :¼ N i

N all

ði ¼ 1; 2Þ; ð21Þ
where N 1 and N 2 denote the number of remaining pixels of the occluding and oc-

cluded signal. If either of these two ratios is below a threshold, we have to enlarge the

window to include more pixels for estimation.

3.3. Scene analysis

After obtaining multiple motion parameters in the boundary regions we further

need to localize occlusion boundaries in one frame and track their movement. Fleet

et al. [10,11] modeled an occlusion boundary explicitly as an edge in a local circular



W. Yu et al. / Computer Vision and Image Understanding 90 (2003) 129–152 141
mask with six parameters, i.e., four motion parameters of both occluding and oc-

cluded signals, the orientation of this boundary, and the distance between the bound-

ary and the center of the mask. This model is only suitable for a straight-line

boundary.

The spectral model of occlusion boundary [23,26] assumes implicitly that the
boundary is an edge (Eq. (3)). If the boundary has other contours, the term UðxÞ
in Eq. (3) has to be changed. Consequently, the spectrum of UðxÞ changes in Eq.

(6) as well. Since the distribution of boundary deformations has not been studied

yet, we cannot propose an explicit model in the spectral domain to describe all pos-

sible boundaries.

Instead of using an explicit boundary model to localize motion boundaries, we ap-

ply the shift-and-subtract technique based on the spatial coherence of the image se-

quence [7,6]. Assume we have three successive frames It�1, It, and Itþ1. We first shift
the frame It�1 with two estimated speeds v1 and v2 to form the shifted frames

It�1ðxþ v1Þ and It�1ðxþ v2Þ. Then we calculate two difference images DIt;1 and DIt;2
DIt;1ðxÞ ¼ ItðxÞ � It�1ðxþ v1Þ;
DIt;2ðxÞ ¼ ItðxÞ � It�1ðxþ v2Þ:

ð22Þ
If the speeds are properly estimated, we will find one region with zero intensity in
each one of DIt;1 and DIt;2 in case of occlusion. These two regions are complementary

in coordinates (Fig. 3). Their intersection indicates the location of boundaries Bt.

Thus, we extract the boundary information in a simple way without using an explicit

model.

By repeating the same process on frames It and Itþ1, we obtain the shifted bound-

aries Btþ1 and therefore track the movement of occlusion boundaries. Since the oc-

clusion boundaries move consistently with the occluding signal, we solve the

foreground/background ambiguity [11] as well.
The shift-and-subtract technique distinguishes occlusion from transparency, as

there is no zero region in either DIt;1 or DIt;2 in case of transparency. Furthermore,

we can use this technique to decompose transparency scenes into their multi-layer

representations [9,40] (Fig. 9).
4. Experiment

4.1. Synthetic analysis

First let us confirm the comparisons between the spatial and the spectral model.

In Fig. 4, we display the orientation signatures of both occlusion and transparency

sequence shown in Fig. 1. These orientation signatures are obtained by projecting the

spherical representation of the derivatives or the energy spectrum of the image se-

quences on to the spherical angular space (see [34] for detail). Since both occlusion

and transparency sequence have the same motion parameters, we expect that their
orientation signatures have the same curves. A comparison between two rows shows

that the spectral model can treat both occlusion and transparency, while the spatial



Fig. 3. Row 1, Left: One frame from a occlusion sequence. It is composed of one occluding signal moving

right-down and one occluded signal moving right-up. Row 1, Right: Marked occlusion regions after eigen-

value analysis. While the explicit model [10] can describe the straight-line boundary parts marked with cir-

cles, it cannot describe the boundary corner marked with the square window. Row 2: Shift-and-subtract

with the occluding speed. Row 3: Shift-and-subtract with the occluded speed. Between Rows 2 and 3, Right:

The localized occlusion boundaries. Here we do not consider the border problem in the subtraction step.
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model treats only occlusion. In the spectral signatures, we observe distortions outside

two main curves in S2ðh;/Þ, while in S4ðh;/Þ these distortions disappear. Besides, a

comparison between S2ðh;/Þ and S1ðh;/Þ confirms that the spectral model has coar-

ser resolution than the spatial model since the spectrum is blurred by LFT. We also
apply the EM algorithm both on the spatial orientation signature and on the spectral

orientation signature to make a quantitative comparison. The results in Table 1 in-

dicate that the spatial EM algorithm provides more accurate results than the spectral

EM algorithm and needs less iterations. Taking into account that we have to use a

large window (here the window size is 32
 32
 32) to obtain the orientation signa-

ture in the spectral domain and that the constant motion assumption is easily vio-

lated in such a large window, we prefer to use the spatial model for occlusion

analysis.
Next let us see the precision improvement after eliminating outliers in occlusion

estimation. In Fig. 5, we show the result of outlier detection in the occlusion se-

quence (Fig. 1). We further show the orientation signatures before and after elimi-

nating outliers. After eliminating outliers the curves in the ðh;/Þ space are clearer.

Consequently, the estimation results using the EM algorithm are better (Tables 1



Table 1

Occlusion estimation in spatial and spectral domain

Model Eliminating outlier Iteration Occluding Occluded

Spatial Before 1 ð0:980; 0:997Þ ð0:963;�0:974Þ
After 1 ð0:994; 0:997Þ ð0:978;�0:988Þ

Spectral Not available 2 ð0:966; 1:002Þ ð1:007;�1:026Þ

Occlusion estimation with initial values ðu10; v10Þ ¼ ð0:9; 1:1Þ and ðu20; v20Þ ¼ ð0:9;�1:1Þ and tolerance

parameter rr ¼ 0; 1. These initial values are calculated using the extreme points in the orientation sig-

natures in Fig. 4.

Fig. 5. Left: Marked outliers in the random dot occlusion sequence in Fig. 1 after eigenvalue analysis us-

ing a 5
 5
 3 window. The white box here shows the estimation window across the occlusion boundary.

Middle: Orientation signature of 3D data in the ðIx; Iy ; ItÞ space before eliminating outliers. Right: Orien-

tation signature after eliminating outliers. The two curves are clearly distinguishable. See Tables 1 and 2

for estimation results.

Fig. 4. Orientation signatures of occlusion and transparency sequences in Fig. 1. Top left: The orientation

signature of the occlusion sequence in the spatial domain. We use a 33
 33 window in the derivative space

to obtain this signature. Top right: The signature of the occlusion sequence in the spectral domain. We use

a 32
 32
 32 window to obtain this signature. Bottom left: The signature of the transparency sequence in

the spatial domain. The distribution of points is nearly random. Bottom right: The signature of the trans-

parency sequence in the spectral domain.
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Table 2

The effect of eliminating outliers in occlusion estimation

Window size Eliminating outliers Occluding speed Occluded speed

33
 33 Before ð0:986; 0:999Þ ð0:986;�0:988Þ
After ð0:998; 0:999Þ ð0:990;�0:995Þ

17
 17 Before ð0:880; 0:971Þ ð0:859;�0:869Þ
After ð0:988; 1:013Þ ð0:993;�0:998Þ

Estimation results before and after eliminating outliers with different window sizes. For comparison we

apply the EM algorithm with the same parameters and initial values before and after eliminating outliers:

rr ¼ 0; 1, ðu10; v10Þ ¼ ð0:8; 0:3Þ, and ðu20; v20Þ ¼ ð1:2;�0:1Þ.
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and 2). To analyze the effect of window size in the estimation, we reduce the estima-

tion window from 33
 33 to 17
 17. In the 17
 17 window, the number of outliers

is more susceptible to be comparable to the number of normal pixels. As a result, the

disturbance of outliers increases strongly. In contrast, if we eliminate outliers before

estimation, we still can obtain reasonable results.

4.2. Real occlusion analysis

Fig. 6 shows the example of the well-known flower garden occlusion sequence in

which a left moving trunk covers the left moving flower bed and houses. We first

estimate single motion using the least square method. After obtaining the partial de-

rivatives using a 5
 5
 5 kernel, we build three derivative column vectors Ix, Iy , and
It from a local 21
 21 window. Then, we form a matrix A441
2 ¼ ½Ix Iy � and estimate

the optical flow using ðu; vÞ ¼ �½AHIt�T, where AH denotes the pseudo inverse of A. At
the occlusion boundaries the results are not correct, as shown in row 2 of Fig. 6. We

apply the framework introduced in Section 3 to estimate multiple motions. During

the estimation of multiple motions, the window size is increased to 31
 31 to con-

tain more pixels. Each time when we obtain two estimated speeds in a local window,

we assign the larger one to one layer and assign the smaller one to the other layer, as

displayed in row 2. In row 3, we apply the shift-and-subtract technique. Before and

after shifting, there is no difference inside the regions with the aperture problem

(such as trunk and the sky). As a result, we only observe the boundaries of the trunk
in the difference image DIt;1. In fact, the difference images DIt;1 and DIt;2 can be viewed

as the result of occlusion segmentation. We further localize occlusion boundaries

from DIt;1 and DIt;2 (row 3). The boundaries are not well connected since the nonzero

regions in DIt;1 are discrete due to the aperture problem.

In this example, the Matlab source code runs on a Pentium III PC (933MHz CPU

and 512MB memory) under LINUX environment. The least square method needs

about 34minutes to estimate a single motion in an entire image, while the EM algo-

rithm needs about 35minutes to estimate multiple motions. Considering that the oc-
clusion region is only a very small fraction of the entire image (less than 5% in area),

the EM algorithm needs much more computation than the least square method.

The cost of shift-and-subtract technique is negligible compared to the cost of EM

algorithm.



Fig. 6. Row 1: The 17th, 32th, and 48th frames of the flower garden sequence. Each frame has 240
 352

pixels. Here we consider the 32th frame as the central frame. Row 2, Left: Single motion estimation results

using the least square method (window size: 21
 21). At motion boundaries the results are not correct.

Row 2, Middle and right: Optical flow applying the spatial EM algorithm (window size: 31
 31). Row

3: Detection and localization of motion boundaries. Row 3, Left: Difference image DIt;1 (cf. Eq. (22)).

Row 3, Middle: Difference image DIt;2. Row 3, Right: Detected motion boundaries.

W. Yu et al. / Computer Vision and Image Understanding 90 (2003) 129–152 145
Characterizing a flower garden image pixel by pixel with a 21
 21 window would

need about 8.6 hours using spatial conic filtering. To reduce computation time, we
characterize motions sparsely by changing the shift-interval of the 21
 21 window

from 1 to 5 pixels. The motion characterization time is reduced by a factor of 25.

As a result, we need only about 21minutes to characterize the motions in a flower

garden image. This sparse characterization is based on the assumption that all pixels

in the central 5
 5 block of the 21
 21 window are in the same motion class (single

motion vs. multiple motions) simultaneously.

The computation time will be further reduced when we implement the algorithm

in C source code. But we cannot yet give an exact answer that how much time we can
save using C code. In addition, a parallel implementation of the characterization step

and even of the estimation step is also considerable to accelerate the computation

since the conic filtering and the motion estimation are highly local operations.

Figs. 7 and 8 display another occlusion example in which a right moving box is

covering a left moving picture. The image is rich in texture so that we do not face

the aperture problem. We first estimate motions with the single motion model.

The results at the occlusion boundaries are incorrect. Then we apply our framework



Fig. 7. Top left and middle: The first and 16th frame of the occlusion sequence. Each frame has 200
 350

pixels. The white window in the 16th frame is centered at (122,137). Top right: The epipolar slice of the

sequence along row 122. The first frame is at the top of the slice. The occlusion is characterized as two

overlapping structures. (These three images are reprinted from Yu et al. ‘‘Oriented Structure of the Occlu-

sion Distortion: Is It Reliable?’’ IEEE Trans. Pattern Anal. Mach. Intell. 24(9) (2002) 1286–1290 (� 2002

IEEE) with the permission of IEEE). Bottom left: The result of single motion estimation using the least

square method with window size 21
 21. Since the vertical speed components are almost zero in this se-

quence, we show only horizontal speed components, using black color for negative speed (moving to the

left) and white color for positive speed (moving to the right). Bottom middle and right: Spatial EM estima-

tion results in the 16th frame.
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and show estimation results in row 2 of Fig. 7. To evaluate the effect of eliminating

outliers we apply the EM algorithm vertically along the occlusion boundary before
and after eliminating outliers. It is a little bit difficult to compare the precision of es-

timation results since the ground truth is unknown. But the box as well as the picture

have purely translational motions and there is no depth difference in the box region

or in the picture region. Thus, there is almost no speed difference among pixels on

each side of the boundary and we can use the estimation results within a large

(31
 31) window, where there are much more normal pixels than outliers, as ground

truth. In the results with a small (15
 15) window we observe the improvement after

eliminating outliers clearly. In the window centered at (160,137) the results are not
reasonable because there are only four pixels of the occluded signal remaining after

eliminating outliers. This example demonstrates vividly the necessity of introducing

reliability measure (Eq. (21)). By using the shift-and-subtract technique, we further

localize the occluding boundary, which is displayed as intersection of zero regions

in DIt;1 and DIt;2, as shown in row 3 of Fig. 8. This shift-and-subtract technique works

also for boundaries with complex contours like the corners of the right moving box.

In this example, the BCCE-based least square method needs about 27minutes to

estimate single motion. It takes 17minutes to characterize motions using conic filter-
ing in the spatial domain. In the multiple motion region (the narrow band around

the box), the spatial EM algorithm needs only 4minutes to finish the estimation.

The fast convergence of the EM algorithm is due to the fact that there is almost

no speed difference on either side of the occlusion boundary.



Fig. 8. Rows 1 and 2: Spatial EM results along column 137 using a 15
 15 window. We use the results

with a 31
 31 window as the ground truth and plot them with solid lines. We plot the results before elim-

inating outliers with circles and the results after eliminating outliers with crosses. For comparison we plot

different speed components separately. For clarity we sample the results with an interval of 5 pixels along

column 137. Row 3: The result after shift-and-subtract. For clarity we enlarge the occlusion boundary

region.
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4.3. Real transparency analysis

In Fig. 9 we show a real transparency sequence in order to compare the spatial

and spectral multiple motion models. It contains a right moving portrait and a mir-

rored left moving ‘‘muesli’’ package. We display the results of the BCCE-based least

square method using 21
 21 window in row 1. After the motion characterization
step, the spectral EM algorithm with window size 32
 32
 32 is chosen for trans-

parency estimation. For comparison, we apply the spatial EM algorithm (with win-

dow size 31
 31) as well. The spatial EM algorithm is not able to estimate

transparent motions correctly, while the spectral EM approach works well. The op-

tical flow in the spectral EM approach is sparse due to the fact that in some regions

of the package we do not have adequate texture information and the corresponding

eiqenvalue-ratio r2=r1 is below the threshold k21 ¼ 0:2 (cf. Section 3.2). For a robust

performance we ignore these regions in estimation.



Fig. 9. Comparison of spatial- and spectral-EM algorithms on real transparency sequence. Row 1, Left:

The 16th frame of the image sequence with 288
 384 pixels. Row 1, Right: Estimation results using the

single motion model in the 16th frame. Row 2: Optical flow of the spatial EM approach. The estimation

results are not correct in the transparent region. Row 3: Optical flow of the spectral EM approach. Bottom:

Decomposition of the transparency scene into two layers using the spectral EM results and the shift-and-

subtract technique. Bottom left: Difference image DIt;1. Bottom right: Difference image DIt;2.
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After obtaining the motion parameters, we further decompose the transparency

scene into multi-layers with the shift-and-subtract technique. The results are shown

in difference images DIt;1 and DIt;2. The layers are not in line with the package shape

since some regions of the package suffer under the aperture problem.

In this transparency example, the single motion estimation step needs about
45minutes, while the multiple motion estimation in the spatial domain needs one

hour. The spectral motion estimation needs only 13minutes since we ignore many

regions by using k21. The motion characterization step in the spatial–temporal deriv-

ative space with a 21
 21 window needs about 28minutes if we shift the window in a

step of 5 pixels. Characterizing motions in the spectral domain with a 32
 32
 32

window, however, needs much longer (135minutes) since we have to extract the local

energy spectrum in each 32
 32
 32 block.
5. Conclusion

In this paper, we compare the estimation and analysis of multiple motions in the

spatial domain and in the spectral domain. While the spectral motion model de-

scribes both occlusion and transparency in a uniform manner and it is rigorously

correct, the resolution limitation of frequency-based techniques makes the spectral

model less attractive. Thus, we prefer to stay in the spatial domain for occlusion
analysis.

In order to localize occlusion boundaries and to track their movement, we uti-

lized the spatial coherence inside the frame and applied the shift-and-subtract

technique. While we did not use an explicit local model of the boundary region,

we still obtained the desired information about the occlusion boundaries. Further-

more, multiple motions can be segmented very efficiently by combining estimation

techniques and spatial coherence [6]: The region with the same motion parameters

can be figured out by calculating the difference between two frames with estimated
speeds.

The spatial coherence information is also a key cue to distinguish occlusion and

transparency in the spatial domain. Actually, it is not difficult to distinguish occlu-

sion from transparency in the frequency domain. For example, we can look at a

set of estimation results by shifting the observing window and observe their varia-

tion. Since occlusion is more local than transparency, the number of motions

changes from two to one after the observing window has crossed occlusion bound-

aries, while in case of transparency the number of motions remains the same. We
may also observe the relative ratio between data points outside the motion planes

and those on the motion planes [26]. This ratio is much larger in case of occlusion

than in case of transparency since all energy of the transparency lies on the dominant

planes. However, in the frequency domain we cannot localize motion boundaries due

to the well known uncertainty principle: The spectrum of the observing window pro-

vides us with no localization information inside the window. Therefore, we must go

back to the spatial domain to detect and localize motion boundaries, where the co-

herence information plays a very important role in image segmentation and scene
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analysis. The shift-and-subtract technique and the recently introduced normalized cut

approach [41,42] emphasize this point vividly.
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Appendix A. The relation between (hn;/n) and (hm;/m)

In Fig. 10, we represent all possible unit vectors on a 3D plane with a circle. The

normal vector n is perpendicular to all vectors on this plane, including the vector m1

(pointing to the extreme coordinates ðhm;/mÞ) and m2 (pointing to the point

ðhm � 90�; 0Þ). Obviously, m2 is also perpendicular to m1. Since m2 lies in the horizon-

tal XY plane, the dotted plane containing n and m1 is then perpendicular to the XY

plane. In this vertical plane, we have
Fig. 1

plane.

plane.
/n þ 90�þ /m ¼ 180�: ðA:1Þ
This vertical plane always divides the circle equally as it passes through the origin.

Taking into account that angles in the h direction are periodic we have
jhn � hmj ¼ 180�:
0. The relation between ðhn;/nÞ and ðhm;/mÞ. The circle contains all possible unit vectors on a 3D

The dotted plane containing the normal vectors n and m1 is a vertical plane perpendicular to the XY
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Without affecting the calculation of the velocity we simply take
hn � hm ¼ 180�: ðA:2Þ

Then we obtain Eq. (16).
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