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Abstract

The choice of an object representation is crucial for the effective performance of cognitive

tasks such as object recognition, fixation, etc. because howrobustly and efficiently vision tasks

can be performed depends on the choice of the representation.

In this work we introduce Gabor Wavelet Networks as an effective and efficient object rep-

resentation. Gabor Wavelet Networks represent objects with sets of weighted Gabor wavelets

that are specifically chosen to reflect the properties of the represented objects. The degrees of

freedom of each Gabor wavelet are allowed to vary continuously. This is in contrast to the well-

known bunch graph approach, also based on Gabor wavelets, where the wavelet parameters are

chosen according to a specific discrete scheme that is based on the discrete wavelet transform.

The optimized parameter choice of the Gabor Wavelet Networks allows the representation to

be very sparse and specific to the represented objects. We will show experimentally that the

specificity of the parameters can be exploited for the recognition of faces. Recognition rates are

shown to be as high as97%.

The degrees of freedom of wavelets allow any affine deformation that does not involve

shearing. Adding shearing to the degrees of freedom, Gabor Wavelet Networks can easily be

deformed affinely. This makes tracking applications very easy.

Gabor Wavelet Networks represent objects through linear combinations of Gabor wavelets.

Changing the dimensionality of the linear combination changes the complexity and precision of

the representation. Computations based on the representation also vary in their complexity and

precision. Controlling the dimensionality of the linear combinations used in vision tasks allows

desired degrees of precision or speed to be achieved. This will be referred to asprogressive

attention. Affine variability and progressive attention will be tested in an affine real-time face

tracking experiment.

The scalar weights in the linear combination of wavelets canbe computed by applying each

Gabor wavelet as a filter. The filter is applied to (projected onto) the image only at the position

indicated by the wavelet parameters. The relation between the filter responses and the weights

is linear, and the responses contain the same visual information as the weights. Therefore, the

optimized Gabor Wavelets of a network can be used not only forrepresentation of an object but

also for optimized filtering. We have exploited this in a head-pose estimation experiment. Our

experiments have shown that the optimized filtering scheme is superior to a filtering scheme in

which the filters are homogeneously distributed. The pose-estimation error was as low as0:20Æ.
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Chapter 1

Introduction

It is a crucial question how object information, or image information in general, should be

represented for cognitive systems to perform effectively and efficiently. A good representation

is a hallmark for robust and successful performance and the choice of a representation has far-

ranging consequences for the entire system that relies uponit.

The reasons for this are manifold:

1. The representation implies the distance and similarity measurements. This is important

for, e.g., recognition tasks.

2. When dealing with digital images, the representation that encodes the image information

usually results in a data reduction, and it is again the type of information representation

that determines which image information is relevant, i.e. is encoded, and which is not.

3. Other important properties are invariance properties with respect to perceived object sizes,

geometric deformations, and especially illumination (color constancy [Funtet al., 1998;

Rock, 1985]).

4. The abstraction capability of the representation has to be mentioned. On the one hand,

the representation can take information literally, i.e. itcan be data-driven orappearance-

based. This may be useful in some situations; in other situations it should be avoided:

well known are the amusing translations that derive from modern language translation

programs�. On the other hand, the representation can be abstract, i.e.model-driven.

5. Also, the representation determines whether geometric information is represented or dis-

carded. How important geometric information is was demonstrated e.g. by [Zeki, 1993],�like those included, e.g., inAlta Vista.
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who reports absurdities that happened to humans whose brains lost their ability to repre-

sent geometric information.

6. A further aspect is the efficiency of the representation. Low reaction time is of vital

importance to many cognitive systems. However, the reaction speed depends on the data

that needs to be evaluated and on the number of filters that need to be applied. The

possibility of controlling computation speed by controlling the complexity of the data

representation should be of great use for the construction of active vision systems.

The above points are only a selection from a variety of pointsthat reveal the role of infor-

mation representation in cognitive systems.

Various image information representations for artificial cognitive systems have been devel-

opedy. We want to restrict our consideration to 2-D object representations only, and leave out

representations other than for objects and representations of higher dimensionality, such as e.g.

[Vetter and Blanz, 1998]. Therefore, when we use the term “object representation” or “object

information”, we always refer to information that is derived from 2-D image data.

Also, it appears that the object representation approachesthat have been used in the context

of face detection/recognition have been evaluated most thoroughly. Consequently, most of the

object representation approaches that we will consider here were used in the context of face

recognition.

Generally, two main types of 2-D object representations appear to exist:Feature-based

representationsandtemplate-based representations[Brunelli and Poggio, 1993].

The feature-based approaches as used e.g. in [Coxet al., 1996; Govindaraju, 1996; Xiet

al., 1994; Chellappaet al., 1995; Hong, 1991; Nakamuraet al., 1991; Yuille, 1991; Zhang

et al., 1998; Lyons and Akamatsu, 1998; Delagneset al., 1995; Denzler and Niemann, 1996;

Jaquin and Eleftheriadis, 1995; Blake and Isard, 1998] describe objects through abstraction:

An object is represented as a selected collection of abstract features. Simple abstract features

are e.g. edges, lines, line segments and points. More complex features may be composed from

several simple ones. Also, they can be local gray-value patterns, and even Gabor wavelet jets

[Wiskott et al., 1997] can be used as features. This type of representation leads to an abstraction

from the image pixel values. In most feature-based approaches, the selection of features as well

as their description is givena priori through heuristics.

The major drawbacks of abstract object representations areknown. Without further expla-

nation, they are the following:yIn the following, the term “cognitive system” will always refer to artificial systems.



3� Single abstract features are ambiguous. They are not able touniquely identify in an image

the structure they are describing. Therefore, a collectionof features always needs to be

considered so that their topology adds further important model knowledge.� Object representation solely through abstract features leads to a loss of valuable image

data.� The choice and description of features are heuristic. Success or failure of a task closely

correlates witha priori knowledge for the choice of features.

On the other hand, template-based representations, like [Jolliffe, 1986; Loeve, 1955; Costen

et al., 1996; Sirovitch and Kirby, 1987; Kirby and Sirovich, 1990;Edelmanet al., 1992; Craw

et al., 1999; Moghaddam and Pentland, 1997; Turk and Pentland, 1991; Rowleyet al., 1998;

Yang and Huang, 1994; Mataset al., 1999] are completely data-driven. The template-based

representation uses in its simplest version a gray-value template of the object. But sophisticated

variations like PCA-related approaches [Jolliffe, 1986; Loeve, 1955] also exist. In contrast

to feature-based representations, a template-based representation is a holistic representation,

where the object is treated as a whole. Prior knowledge is needed here only for segmenta-

tion of the object from the background. A rudimentary segmentation may result in significant

instabilities with respect to background variations.

The major known drawbacks of template-based representations relative to abstract repre-

sentations are the following:� Geometrical deformations of abstract object information are relatively easy to handle, but

the problem of aligning template and image into a common coordinate system appears to

be a major problem for template-based approaches.� Abstract representations are mostly robust with respect geometric deformations or illu-

mination, contrast and background changes, but these changes lead to great instabilities

in template-based approaches.� On the other hand, the feature-based approach can adapt the number of features used to

the needs of the problem, but the holistic approach prohibits this to a certain degree.

To summarize, abstraction from pixel gray-values introduces valuable robustness with re-

spect to illumination variations, etc., but valuable imageinformation is lost. On the other hand,

relying on the pixel information only while preserving the image data leads to serious instabili-

ties.



4 CHAPTER 1. INTRODUCTION

An object representation that combines feature-based and template-based characteristics

is the approach of [Wiskottet al., 1997], where the features are selecteda priori, while the

description of each feature is subject to training.

We will introduce an object representation that can be described as both feature-based and

template-based. The representation is feature-based because an object is represented as a col-

lection of features and their relative positions. The only information that is stored in this repre-

sentation are these features. The features are found through optimization; no prior knowledge

is used. The representation is template-based because one can work with the representation as

a template. The collection of features allows complete reconstruction. Almost no image infor-

mation is lost. However, since the template is composed fromthe set of features, the number

of features used allows the precision of the template to be controlled, ranging from a coarse

representation to an almost photo-realistic one.

To be specific, we want to introduceGabor Wavelet Networks(GWNs) as a 2-D object rep-

resentation framework. GWNs are feature-based because an object is represented as a collection

of specially parameterized and weighted Gabor wavelets. The only information that is stored in

this representation is the parameter vectors of each Gabor wavelet.

GWNs are template-based because the represented object canbe completely reconstructed

by the weighted sum of the wavelets. In this sense, the objectcan literally be viewed as the

sum of its features. The use of Gabor wavelets introduces themodel for the object features.

Furthermore, the GWN framework supplies all the algorithmsneeded to cope with illumination

change, affine deformation, segmentation and alignment of the representation to an object in an

image.

GWNs combine the advantages of both representations:� The robustness with respect to geometric deformations and illumination changes is inher-

ited from the feature-based representation.� GWNs are robust with respect to ambiguities of single features because GWNs inherit

the holistic view of an object from the template-based approach.� The loss of valuable image data is avoided, except for the mean gray value and the con-

trast, which are normalized.� The number of features that are used to describe an object canbe adapted according to

need. This also allows the precision of the description to vary between coarse and photo-

realistic.
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In the following, we will discuss various approaches to object representation. In Section 1.2

we will summarize the contribution of the thesis and in Section 1.3 we will give an outline of

the thesis’ structure.

1.1 Related Work

In this section we will present the major and most recent publications that present ap-

proaches to 2-D object representation. We should mention that there exist a great variety of

object representations, but we shall discuss only those that are precise enough to allow the

recognition of individual objects or of object classes.1.1.1 Template-Based Approa
hes
One of the most successful approaches to template-based 2-Dobject representation is based

on Principal Component Analysis (PCA) [Jolliffe, 1986; Loeve, 1955], such as the eigenface ap-

proach [Turk and Pentland, 1991] and various enhancements [Moghaddam and Pentland, 1997;

Zhaoet al., 1998]. The eigenface approach has shown its advantages in the context of detection

[Sung and Poggio, 1994] and recognition [Phillipset al., 1998]. Its major drawbacks are its

sensitivity to perspective deformations and illuminationchanges [Belhumeuret al., 1997; Craw

et al., 1999]. PCA approximates texture only; geometrical information is not evaluated. Fur-

thermore, the alignment of object images into a common coordinate system is still a problem.

Another PCA-based approach is the active appearance model (AAM) [Cootes et al., 1998].

This approach enhances the eigenface approach considerably by including geometrical infor-

mation. This allows alignment of image data into a common coordinate system; the alignment

technique can be elegantly formulated within the AAM framework. Recognition and tracking

applications have also been done within this framework [Edwardset al., 1998]. An advantage

of this approach is the ability to model, in a photo-realistic way, almost any face, gesture and

gender. However, this is an expensive task. In fact, use of varying precision levels in order

to spare computational resources and to restrict consideration to the data actually needed for

a certain application seems not be easy. Generally, eigenface approaches encode information

on a pixel basis. This is also true for the active appearance approach, but a further level of

abstraction is achieved via the appearance parameters. Thepapers [Rowleyet al., 1998; Poggio

and Beymer, 1995] represent other template-based approaches, where object representations

are found implicitly through application of artificial neural networks (ANNs). The inputs to

the ANNs are subsampled gray-value images of the object or object class. In [Yang and Huang,

1994; Mataset al., 1999], templates and subsampled versions of the templatesare directly used,
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and the authors optimize their correlation approaches by using, e.g., geometric knowledge.1.1.2 Feature-Based Approa
hes
In [Cox et al., 1996; Govindaraju, 1996; Reisfeld and Yeshurun, 1998; Yowand Cipolla,

1997], a feature-based representation for face detection is introduced. Face knowledge is rep-

resented through rudimentary line descriptions and an explicit description of their relations.

Features are detected in an image through spatial filters, and filter responses are grouped ac-

cording to geometric and gray-value constrains. Probabilistic frameworks are used to reinforce

probabilities and to evaluate the likelihood that the candidate is a certain object. In [Herpers

and Sommer, 1998; Lam and Yan, 1996; Xiet al., 1994], single object features are explicitly

modeled through static line models. In [Blake and Isard, 1998], the well-known active con-

tour models are presented. In [Zhanget al., 1998], differences between geometric features and

wavelet features are discussed.1.1.3 The Bun
h Graph Approa
h
The bunch graph approach [Wiskottet al., 1997], as mentioned above, combines characteris-

tics of feature-based and template-based representations. The approach is based on the discrete

wavelet transform: A set of Gabor wavelets is applied at a setof hand-selected prominent object

points, so that each point is represented by a set of filter responses, called ajet.

During a training phase, jets are computed on a set of training images, but always for the

same set of prominent object points. After the training phase, an entire set of jets exists for each

prominent object point. The sets of jets, together with their relative positions, define abunch

graph.

In order to represent a novel image, the bunch graph first searches automatically for the

prominent object points by using the set of stored jets for each point. At the detected object

features, new jets are computed and added to the bunch graph.

For recognition of an object, the best-matching jets are selected from the bunch graph and a

voting strategy is used for final identification.1.1.4 Histogram-Based Approa
hes
Histogram-based approaches are presented in [Funtet al., 1998; Schiele and Crowley, 2000;

Swain and Ballard, 1991]. In these approaches objects are described and characterized by vec-

tors of local feature measurements, such as color, Gaussianderivatives, etc. Multidimensional
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histograms are used to approximate the probability densityfunction for local and global ap-

pearance. Histograms discard geometric information. Furthermore, foreground-background

segmentation is not possible with this representation, andthe approach is not very robust with

respect to background variations when the segmentation is not done properly.

1.2 Contribution

This dissertation presents GWNs as an object representation approach that is both feature-

based and template-based. Even though Wavelet Networks were already introduced by [Zhang

and Benveniste, 1992], they have hardly been used or even mentioned in active research. We

will argue that the potential of GWNs has been underestimated. This thesis contributes a thor-

ough evaluation of their properties as well as their advantages and disadvantages for real appli-

cations.

In detail, GWNs supply a representational and algorithmic framework for the design of typ-

ical appearance-based visual applications that are used, e.g., in Human-Computer-Interaction

(HCI), such as face tracking, face recognition and gaze detection. For these three tasks the

framework offers a unified approach to� the representation of image data and� the formulation of algorithms.

The algorithmic framework is strictly 2-D appearance-based. This means that model and tem-

plate knowledge, which is represented by the GWNs, is evaluated on the basis of object ap-

pearance in a 2-D gray-value image, and the algorithms do notrely on any hand-selected model

knowledge.

In detail, we will show that

1. GWNs offer both a template-based and a feature-based object representation,

2. GWNs are able to cope with affine object deformations and with changes in illumination

and contrast,

3. the algorithmic framework for alignment of the object representation with an object image

is inherent in the representation,

4. the representation is sparse and efficient.

In various experiments we will further demonstrate the following:
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1. GWNs can be used efficiently for face tracking. Face tracking will be realized in an

appearance-based manner while the GWN framework offers theneeded algorithmic basis

for affine tracking through so-calledsuperwavelets.

2. GWNs allow an object to be represented with any desired precision, from coarse to almost

photo-realistic. This will allow computation speed and thecomputational precision to be

controled. We will introduce the termprogressive attentionfor the variability in percep-

tion precision. The same term has been introduced by [Zabrodsky and Peleg, 1990] for

image compression.

3. GWNs offer a sparse representation of image data. The sparseness is achieved because the

Gabor wavelets introduce a model for local image features. Objects that are represented

with a GWN can be considered as weighted collections of localimage features. Data

reductions of up to 98% can be achieved through this representation.

4. The sparseness of the representation and the use of a modelfor the local image features

lead to very specific representations of objects where the optimized parameters of each of

the Gabor wavelets reflect the structure of the represented object. Through this specificity,

accurate recognition can be realized. Algorithms for recognition are natural parts of the

GWN framework. Without any further heuristics, the recognition rate is as high as97%
for a small database with large facial expression variations.

5. GWNs represent object data through a weighted sum of specially parameterized Gabor

wavelets. We will show that the weights and the filter responses are linearly related. The

Gabor wavelets can be used not only for reconstruction, but also for image filtering. The

linear relation implies that the Gabor wavelets are not onlyoptimized for reconstruction,

but also for filtering. GWNs therefore offer an optimized scheme for filtering images, i.e.

for optimized extraction of image data through a small set ofGabor filters that are given

by a GWN.

6. We will present an appearance-based pose estimation approach in which input images are

filtered with optimized filters. The reduced set of filters speeds up computation and train-

ing time of a subsequently applied ANNs and the pose estimation results are excellent.

1.3 Thesis Outline

Chapter 2 gives a background and an introduction to GWNs. Section 2.1 starts with a gen-

eral introduction to wavelets and related terms. We then give a general introduction to wavelet
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networks (Subsection 2.1.5) followed by a general introduction to Gabor filters (Subsection

2.1.6). Finally, Section 2.2 gives an extensive introduction to GWNs and to important con-

straints on the Gabor functions used. The remaining sections of Chapter 2 will discuss how

GWNs are optimized (Subsection 2.3), how weights are computed (Subsection 2.4), and how

different GWNs can be compared (Section 2.5). Furthermore,distance measures within wavelet

space will be discussed (Subsection 2.5.2). Also, the termsuperwaveletwill be introduced; it

will allow any affine deformation of image data that is represented by a GWN (Section 2.6).

In Chapter 3 we will discuss the most important properties ofGWNs, including (1) the

relation between a GWN and the represented object (Section 3.1), (2) the property of variable

representation precision of the GWN, from coarse to almost photo-realistic (Section 3.2), and

(3) the property of optimized filtering through the linear relation between wavelet weights and

filter responses (Section 3.3).

Chapters 2 and 3 will cover all be important topics and properties of GWNs that have been

investigated and that are needed for the applications described in the thesis.

Chapters 4 through 6 discuss how appearance-based tracking(Chapter 4), appearance-based

face recognition (Chapter 5), and appearance-based pose estimation (Chapter 6) can be realized

with techniques that are part of the GWN framework. With minor exceptions, these chapters

are independent of each other and depend solely on Chapters 2and 3.

In Chapter 4 we first introduce theprogressive attention scheme. We then will exploit this

scheme and show that progressive attention allows control of tracking speed and tracking pre-

cision. Progressive attention and affine tracking with superwavelets will be treated thoroughly

in various experiments.

In Chapter 5 we introduce a novel face recognition approach that exploits the sparseness

of the GWN representation. In experiments we show how faces can be recognized in spite of

affine deformations, variations in facial expression, and illumination.

In Chapter 6 we exploit the optimized filtering scheme that isoffered by the GWN for

pose estimation. The estimation results achieved are better than the results of any other pose

estimation approach that is known to us. The approach again exploits techniques that are part of

the GWN framework. The speed is high and can be controlled through the progressive attention

property.

Finally, Chapter 7 closes with a summary of the main topics and a discussion of further

issues that remain to be investigated.

The existing literature on image representation and on tracking, recognition and pose esti-

mation is large and varied. Reviews of the literature will consequently be spread throughout the

dissertation. Chapter 2 contains the relevant citations for wavelets, wavelet networks and re-
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lated topics. Chapters 4 through 6 contain, each in one of itsearly sections, a report of relevant

background and related work, with selected citations and related topics.

Each experimental chapter is concluded with final remarks about the applications.



Chapter 2

Introduction to Gabor Wavelet Networks

In this chapter we will give an extensive and thorough introduction to Gabor Wavelet Networks.

The actual introduction will start in Section 2.2 and will include a discussion of� the relationship between filter responses and wavelet coefficients,� distance measurements between

– different wavelet networks and

– different sets of wavelet coefficients, derived from the same wavelet network,

as well as� different norms.

First, however, we will start with an introduction to the wavelet transform itself from which

GWNs are derived. This will be done in Section 2.1 to the extent needed in order to introduce

GWNs.

2.1 Foundations

In this section we give a short introduction to the wavelet transform. The wavelet transform

is often referred to as thewavelet decomposition, thus emphasizing the fact that the wavelet

transform decomposes a function into a superposition of wavelets. We will use the termwavelet

transformhereafter.

We will start with the continuous 1-D wavelet transform and continue with the discrete 1-

D wavelet transform for orthogonal and non-orthogonal frames. Then we will extend the 1-D
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transform to the 2-D wavelet transform. After that, we will review very briefly the two wavelet

approaches most commonly taken today to image processing and image representation.2.1.1 The 1-D Continuous Wavelet Transform
In this subsection we follow mainly the notation of [Daubechies, 1992].

A function 2 L2(R) that satisfies0 < C = 2� ZR k � (!)k2k!k d! <1 (2.1)

is called anadmissible wavelet. Here � = 1p2� R ej!t (t)dt is the Fourier transform of .

Equation (2.1) is often referred to as theadmissibility condition. In the following, when we

use the termwaveletwe assume that the wavelet is admissible. The admissibilitycondition

ensures that the Fourier transform of decays sufficiently quickly when approaching zero. The

admissibility condition is important for the derivation oftheresolution of identityformula (2.3).

For any functionf 2 L2(R) the continuous1-D wavelet transform is given by(L f)(a; b) = 1pjaj ZR f(t) �t� ba � dt= h a;b ; fi ; (2.2)

with a 2 R n f0g, b 2 R,  a;b(t) = 1pjaj � t�ba � andh� ; �i denoting theL2(R)-inner product.

The function is often called themother waveletand the functions a;b are calledwavelets.

The corresponding inverse wavelet transform,resolution of identityformula, or Calderòn

equation that reconstructs a functionf from its wavelet coefficients is [Calderón, 1964; Gross-

mann and Morlet, 1984]f(t) = 1C ZR ZR(L f)(a; b) 1pjaj �t� ba � dadba2= 1C ZR+ ZRh a;b ; fi  a;b(t) dadba2 : (2.3)

Eq. 2.3 was first proved in 1964 [Calderón, 1964]. The integration with respect toa andb is

done over the entirecontinuous phase space. The parametersa; b are continuous overR and

control the dilation and translation of the mother wavelet function . The termphase space

is borrowed from physics and refers to two-dimensional time-frequency space, considered as a

geometric whole [Daubechies, 1990]. It can be seen that whenthe integral in eq. (2.1) diverges

the functionf cannot be reconstructed. For details of the proof see, e.g.,[Calderón, 1964;

Daubechies, 1992; Louiset al., 1994].

Equation (2.3) can be interpreted in two ways: It shows
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1. that a functionf can be uniquely represented in terms of its wavelet coefficients(L f)(a; b)
and that there is a one-to-one correspondence between functionsf 2 L2(R) and vectors

in the infinite-dimensional vector space over the wavelets a;b =  � t�ba �.
2. that a functionf can be written as a superposition of the wavelets a;b.2.1.2 The 1-D Dis
rete Wavelet Transform
It is known that the representation(L f)(a; b) of eq. (2.2) is highly redundant and that the

continuous phase space can be discretized without loss of information [Chui, 1992; Daubechies,

1992; Mallat, 1998]. In this sense, letS � R n f0g � R be a discrete set. Then,B =f m;n j (m;n) 2 Sg defines adiscrete family of wavelets. The setS can be understood as a

(not necessarily homogeneous) sampling grid of the phase space.

Using the family of waveletsB , the wavelet coefficients(L f)(m;n) = h m;n ; fi for(n;m) 2 S are calculated by applying eq. (2.2). In eq. (2.3), the double integral is then replaced

by a double sum. However, there does not exist a direct discrete version of (2.3). Hence before

we can write a functionf in terms of its discrete wavelet coefficients(L f)(m;n), we have to

introduce some more concepts.

Obviously, for a given wavelet function , how well a functionf 2 L2(R) can be repre-

sented by its discrete wavelet coefficients(L f)(m;n), (m;n) 2 S, depends on the sampling

grid S or, equivalently, on the discrete family of waveletsB . In order to quantify this, the

termframeneeds to be introduced. It is usually defined in a more generalmanner [Daubechies,

1992], but we define it here according to our needs:

Definition 1

Let  2 L2(R) be a wavelet,S a sampling grid, andB = f m;n j (m;n) 2 Sg a discrete

family of wavelets. We say thatB constitutes aframe if there exist constantsA > 0 andB <1 such that for allf 2 L2(R)Akfk2L2 � P(m;n)2S jh m;n ; fiL2 j2 � Bkfk2L2 ; (2.4)

wherekfk2L2 = R1�1 jf(x)j2dx (which is referred to as theenergy of f ). A andB are called

frame bounds.

When a discrete family of wavelets forms a frame, it providesa complete and lossless rep-

resentation ofanyfunctionf 2 L2 [Daubechies, 1990].



14 CHAPTER 2. INTRODUCTION TO GABOR WAVELET NETWORKS

In order to provide more detail, we introduce some additional terms:B is calledorthonor-

mal in L2(R) if for  i;  j 2 B h i ;  jiL2 = Æi;j = 8<:1; if i = j0; if i 6= j :
A frame B is called abasis for L2(R) if for all f 2 L2(R) the linear combinationf =Pk 
k(f) k is unique. A family of functions inL2(R) that is both orthogonal and a basis is

called anorthogonal basis.

The expressionA+B2 measures the redundancy of the frame whileBA measures its tightness

[Lee, 1996]. A frame is calledtight whenB = A.

For frame boundsA = B = 1 andk ik = 1, the family of functionsB forms an orthogonal

basis ofL2(R), and any functionf 2 L2(R), can be uniquely written asf(t) = 2A+B X(m;n)2S(L f)(m;n) �t� nm �= 2A+B X(m;n)2Sh m;n ; fi m;n(t) (2.5)

Even for frame bounds0 < A � B < 2, B can still be considered to be an orthogonal frame

and eq. (2.5) is fairly exact. For frame boundsA = B > 1, eq. (2.5) is exact, butB no longer

constitutes a basis, so that the linear combination in eq. (2.5) may not be unique. In cases whereB does not constitute a tight frame, i.e.A < B, we have to writef in terms of thedual frame~B = f ~ m;n j (m;n) 2 Sg: f(t) = X(m;n)2Sh ~ m;n ; fi  m;n(t)= X(m;n)2Sh m;n ; fi ~ m;n(t) : (2.6)

The two families of functionsB and ~B are called dual when for each i 2 B and ~ j 2 ~B 
we have h i ; ~ jiL2 = Æi;j = 8<:1; if i = j0; if i 6= j : (2.7)

For (infinitely) large setsS, the dual wavelets in eq. (2.6) can be computed only approximately

[Daubechies, 1990].



2.1. FOUNDATIONS 15

It should be kept in mind that with a frame we can reconstructany function f 2 L2(R).
In this thesis, we are not interested in finding a wavelet representation foreveryfunctionf 2L2(R). Instead, we will deal with only a small subset ofL2(R), so that we will not actually

have to deal with wavelet families that constitute frames. But eq. (2.6) still holds for non-frame

wavelet families and allows to approximately reconstruct afunctionf with minimal error with

respect to theL2 Norm (i.e. in the mean square sense). We will return to this important issue

later.

It may be mentioned that for the discrete wavelet transform,the functionf and the wavelet 
arecontinuousfunctions. It is the phase space that is discrete here. This becomes clearer when

we look at eqs. (2.2) and (2.5). In eq. (2.2) the integral remains discrete because the wavelet

coefficient is calculated by integration over thecontinuousfunction parametersat discretephase

space coordinates. Consequently, in eqs. (2.5) and (2.6), the functionf is written as a sum over

all the discrete phase space coordinates(m;n) 2 S.

In multi-resolution signal analysisor multi-frequency channel decomposition, as discussed

in [Mallat, 1989b; Mallat, 1989a; Grossmann and Morlet, 1984; Lee, 1996; Michaelis, 1997],

one exploits the properties of the discrete wavelet transform to analyze signals in a scale-

pyramid like fashion. For this, the phase space is usually sampled with a “wavelet-like” grid,

where the support of is essentially proportional toam0 (see Fig. 2.1):S = f(nb0am0 ; a�m0 k0) j m;n 2 Zg � R n f0g � R (2.8)B = f a0;b0m;n (x) = a�m=20  (a�m0 x� nb0) j m;n 2 Zg (2.9)

wherea0 > 1, b0 > 0 and k0 = R0��k<1 j � (k)j2 dkk . The choice ofa0 and b0 is directly

related to the choice of the mother wavelet : For multi-resolution signal analysis, the dilation

stepa0 and translation step widthb0 are usually chosen to be2 and1, respectively, while the

wavelet is often chosen such that is well localized in both the spatial and the Fourier domain

[Kronland-Martinetet al., 1987; Meyer, 1992] and such thatB constitutes an orthonormal basis.

What is exploited here is essentially the fact that the support of  m;n is proportional toam0 . As

a consequence, high-frequency wavelets m;n, with m << 0, are greatly concentrated and

involve a very small time translation stepb0am0 which is also proportional toam0 . This means

that the wavelet transform is able to “zoom in” on the signal data by using more and more

concentrated wavelets m;n.

In contrast tofirst choosinga0 andb0 andthenthe mother wavelet, as above, one might be

interested in choosing the mother wavelet first andthenfinding the parametersa0 andb0. This

allows one to investigate, as done by [Lee, 1996], how the phase space should be sampled in

order to achieve a frame.
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x
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k0=a0

(�1; 0)(�1; 1)
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Figure 2.1. Phase spa
e sampling s
heme 
orresponding to the (dis
rete) wavelet transform.The 
onstant k0 is given by k0 = R10 j � (k)j2 dkk ;  was 
hosen to be even and we have 
hosena0 = 2 [Daube
hies, 1990℄.2.1.3 The 2-D Continuous Wavelet Transform
It is possible to extend the1-D continuous wavelet transform to 2-D. For this, we need

to introduce rotation� in addition to dilationa and2-D translationb. For  2 L2(R2), the

admissibility condition (2.1) becomes [Daubechies, 1992]0 < C = 4�2 Z 10 Z 2�0 j � (! 
os � ; ! sin �)j2j!j d� d! <1 : (2.10)

With  a;b;�(x) = 1a �R� �x� ba �� ;
wherea > 0, b 2 R2 and R� =  
os � � sin �sin � 
os � ! ;
the resolution of identity (2.3) then becomesf = 1C Z 10 Z 10 Z 2�0 (L f)(a;b; �) 1a3 a;b;� d� da db (2.11)
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Note that the dilation parametera is the same for both dimensions. This, however, can be

relaxed for functionsf 2 L2(R2) that are separable in every coordinate [Zhang and Benveniste,

1992]: f(x) = f1(x1)� f2(x2) :
For such functions each component is handled separately in the integral, so that for any such

functionf 2 L2(R2) the continuous2-D wavelet transform is given by(Lf)(
; s; �) = ZR2 f(x) (SR(x� 
))dx= hf;  
;�;si= hf;  ni ; (2.12)

with the rotation matrixR, the dilation matrixS, and the translation vector
:R =  
os � � sin �sin � 
os � !S = diag(sx; sy)
 = (
x; 
y)T :
Here� denotes the rotation angle of the wavelet (x), sx, sy the scalings in thex andy

directions, and
x, 
y the translations in thex and y directions. In this sense, the wavelets n are dilated, rotated and translated versions of the mother wavelet . The five-dimensional

parameter vectorn is given by these parameters:n = (
x; 
y; �; sx; sy) :
The functionf can always be reconstructed by integration over all waveletparameters:f = C�1 Z �Lf�n n dnjsxsyj= C�1 Z hf;  ni n dnjsxsyj :2.1.4 The 2-D Dis
rete Wavelet Transform

A natural way to define the discrete wavelet transform is to discretize the phase space and

to assign discrete values to the wavelet parameters as follows [Lee, 1996]:sx = (sx0)m; sy =
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x = ns0(sx0)m; 
y = ks0(sy0)m; � = �l = l�0, with m;n; k; l 2 Z. The discrete

wavelet transform is then given by(Ld f)(m;n; k; l) = hf;  mnkli : (2.13)

Equation (2.13) can be interpreted as an abstract representation off by its wavelet coeffi-

cients. To representf uniquely (if it is possible at all), huge numbers of wavelet coefficients

are generally needed. How wellf is represented by its coefficients(Ld f)(m;n; k; l) and how

many are needed depends on the chosen wavelet and on the valuessx0, sy0, s0 and�0.
The 2-D discrete wavelet transform is also used in the bunch graph approach [Wiskottet al.,

1997], where, however, only a few prominent feature points are represented by their wavelet

coefficients. Of course, only a limited reconstruction of the image is possible in this case. The

equation f = Xmnklwmnkl mnkl : (2.14)

allows two interpretations:

1. Given the wavelets mnkl, an imagef can berepresentedby the set of weightswmnkl.
Understanding each wavelet mnkl as a feature off , the weightswmnkl give the “impor-

tance” of mnkl in the description off .

2. The functionf is approximatedby a linear combination of weighted wavelets. Eq. (2.14)

therefore defines a template forf , with approximation quality as an additional degree of

freedom.

In [Wiskottet al., 1997], therepresentationalaspect of eq. (2.14) is emphasized in the sense that

the goal was to represent individual properties of faces. In[Zhang and Benveniste, 1992] and

[Szuet al., 1992], the main interest was in function approximation, and eq. (2.14) is interpreted

as anapproximation.2.1.5 Wavelet Networks
Wavelet Networks were first introduced by [Zhang and Benveniste, 1992] as a combina-

tion of feed-forward neural networks, namely the multi-layer sigmoid network and the wavelet

decomposition. Multi-layer networks allow representation of non-linear functional mappings

between the input and output variables. This is done by representing a multivariate non-linear
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function in terms of a composition of non-linear functions of a single variable, calledactiva-

tion functions[Bishop, 1995]. Sigmoids�(x) are often applied as activation functions. The

corresponding mapping functions then look likeg(x) = MXi=1 wi�(aTi x + bi) + w0 : (2.15)

Herew0 is called a bias and refers to a constant offset. The parameters ai and bi apply a

linear projection to the input vectorx. These projections are then transformed by the non-linear

activation functions� which in turn are combined linearly to form the outputg. It was shown

[Poggio and Girosi, 1990] that finite sums of the form (2.15) exhibit theuniversal approximation

property, i.e. they are dense in the space of continuous functions.

[Zhang and Benveniste, 1992] replace the sigmoid in (2.15) by an admissible wavelet� (see

Fig. 2.2), and argue that the resulting wavelet networks� preserve theuniversal approximationproperty, i.e. provide the same approximation ca-

pability as feed-forward neural networks,� provide an explicit link between the network coefficientswi in (2.15) and the coefficients

+

+

+

+x g

1
2

n

d
(g)w2w1
Rn
R2R1   S1S2

Sn wn Figure 2.2. This �gure shows the stru
ture of a wavelet network. This stru
ture establishes aone-to-one map with eq. (2.15); however, the fun
tion � has been repla
ed by a 2-D admissiblewavelet fun
tion  . The 1-D translation b has been repla
ed by the 2-D translation ve
tor 
,and rotation and s
aling matri
es R and S are introdu
ed. w0 is the DC value of the fun
tiong that has to be added (if ne
essary).
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of the wavelet transform and the reconstruction (2.5).� achieve good approximation quality even with a reduced network size.2.1.6 Gabor Filters
Complex Gabor functions were first introduced by Gabor [Gabor, 1946]. They are com-

plex exponentials with a Gaussian envelope, or Gaussians which are modulated by complex

harmonics. In one dimension, their impulse response is given byg�;!0(x) = 1p2�� exp��12 x2�2� exp (j!0x) : (2.16)

In two dimensions the mathematical expression of the filter response looks likeg�;!0(x) = 12��x�y exp��12 �x2�2x + y2�2y�� exp (j!0(x + y)) : (2.17)

In the above 2-D equation, the rotation and translation parameters are omitted. The parameters� and� are chosen beforehand as constants. Dilation, rotation andtranslation are done through

the wavelet parameters in eqs. (2.10) - (2.12).

Eq. (2.17) can be split into an even partge and an odd partgo:ge�;!0(x) = 12��x�y exp��12 �x2�2x + y2�2y�� 
os (!0(x + y)) (2.18)go�;!0(x) = 12��x�y exp��12 �x2�2x + y2�2y�� sin (!0(x+ y)) (2.19)

In Fig. 2.3 plots of a 1-D and a 2-D odd Gabor function are shown.

Gabor functions offer the best localization in both frequency and image space, and they are

known to be good feature detectors [du Buf, 1993; Manjunath and Chellappa, 1993; Mehrotra

et al., 1992; Michaelis, 1997]. In this thesis we will use odd Gaborfunctions only, as they have

proven to give the best results for the purposes we will use them for. We will discuss this topic

in more detail in Section 3.1.

2.2 Introduction to Gabor Wavelet Networks

In this section we propose, as a major contribution of this work, the GWN for image rep-

resentation. The idea of the wavelet network is inspired by [Zhang and Benveniste, 1992] (see

above).
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Figure 2.3. Both the odd 1-D (left) and the 2-D (right) Gabor fun
tion are shown. Thefrequen
y !0 is set to 1.
One degree of freedom of wavelet networks results from the choice of the mother wavelet.

After several experiments [Pelc, 1997] we chose to use odd Gabor functions for several reasons:

The use of Gabor functions in general is inspired by the fact that they provide the best possible

tradeoff between spatial resolution and frequency resolution in both 1-D [Gabor, 1946] and 2-

D [Daugman, 1985]. Furthermore, the use of Gabor filters in image analysis is biologically

motivated, as they model the responses of the receptive fields of the orientation-selective simple

cells in the human visual cortex [Daugman, 1985; Jones and Palmer, 1987]. In fact, it has

been suggested [Daugman, 1988; Porat and Zeevi, 1988] that the receptive field responses of

simple cells can be described by the family of 2-D Gabor wavelets. In addition, Gabor filters are

recognized as good feature detectors [du Buf, 1993; Manjunath and Chellappa, 1993; Mehrotra

et al., 1992; Michaelis, 1997]. Especially for�!0 < 2, they are often used for edge detection

[Michaelis, 1997]. Specific uses of the odd Gabor function have particular advantages, which

will be discussed in Chapter 3.

An image representation using GWNs has the advantage of being sparser than the Gabor jet

representation [Wiskottet al., 1997], but it allows encoding of almost all the image information

and leads to good reconstruction.

To define a GWN, we start out, generally speaking, by taking a family of N odd Gabor
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wavelet functions	 = f n1 ; : : : ;  nNg of the form ni�x; y� = !02�� exp � !202�2"�sxi ((x� 
xi) 
os �i + (y � 
yi) sin �i)�2+ �syi (�(x� 
xi) sin �i + (y � 
yi) 
os �i)�2#!� sin�!0sxi ((x� 
xi) 
os �i � (y � 
yi) sin �i)� ; (2.20)

with the parameter vectorni = (
xi; 
yi; �i; sxi; syi)T . Here
xi, 
yi denote the translation of the

Gabor wavelet,sxi, syi denote the dilations and�i denotes the orientation. The parameter!0
gives the radial frequency in radians per unit length, and� is a constant that relates the standard

deviation� to the radial frequency!0: � = �!0 . According to [Daugman, 1985; Lee, 1996], we

define the following constraint:

Constraint 1

The half-amplitude bandwidth of the frequency response is 1to 1:5 octaves.

This means that the relationship between� and!0 is� = �!0 where � = p2 ln 2�2� + 12� � 1� (2.21)

with � the bandwidth in octaves. For� = 1 octave,� � �=!0, and for� = 1:5 octaves,� � 2:5=!0. This constraint was also used in [Pelc, 1997].

We have set!0 = 1, according to [Daugman, 1985; Michaelis, 1997], and� = �, according

to [Daugman, 1985]. With this, eq. (2.20) gives ni�x; y� = 2�3 exp � 12�2"�sxi ((x� 
xi) 
os �i + (y � 
yi) sin �i)�2+ �syi (�(x� 
xi) sin �i + (y � 
yi) 
os �i)�2#!� sin�sxi ((x� 
xi) 
os �i � (y � 
yi) sin �i)� ; (2.22)

The normalization factor is defined so thath ;  i = 1, i.e.  is normalized with respect to theL2(R2) norm.

The parametersni (translation, orientation and dilation) of the wavelets can be chosen arbi-

trarily at the beginning. According to [Zhang and Benveniste, 1992], any functionf 2 L2(R2)
can be represented by a wavelet network. We are therefore going to interpret the imagef as a
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function of the spaceL2(R2) and assume further, without loss of generality, thatf is DC-free.

In order to find the GWN for imagef we minimize the energy functionE = minni;wi for all i kf �Xi wi nik22 (2.23)

with respect to the weightswi and the wavelet parametersni. Equation (2.23) says that thewi
andni are optimized (i.e. the translation, dilation and orientation of each wavelet are chosen)

so that the imagef is optimally approximated by the weighted sum of the Gabor wavelets ni .
To prevent the wavelets from degenerating during minimization, e.g. to prevent them from

stretching out too much, the following important constraint is formulated according to the find-

ings of [Daugman, 1985]:

Constraint 2

The aspect ratiosxsy of the elliptical Gaussian envelope is at most2 : 1.

We define a Gabor wavelet network as follows:

Definition 2

Let  ni , i = 1; : : : ; N be a set of Gabor wavelets,f a DC-free image, and letwi andni be

chosen according to the energy function (2.23). The two vectors	 = ( n1 ; : : : ;  nN )T andw = (w1; : : : ; wN)T
then define theGabor Wavelet Network(	;w) for imagef .

It should be mentioned that it was proposed earlier [Daubechies, 1990; Daugman, 1988;

Lee, 1996] to use an energy function (2.23) in order to find theoptimal set of weightswi for a

fixedset of non-orthogonal wavelets ni . We modify this approach by also finding the optimal

parametersni for each wavelet ni . The parametersni are chosen fromcontinuousphase space

and the Gabor wavelets are positioned with sub-pixel accuracy. This is the main advantage over

the discrete approach [Daubechies, 1990; Lee, 1996]. Whilein the case of a discrete phase

space, local image structure has to be approximated by a combination of wavelets, asingle

wavelet can be chosen in the continuous case to precisely reflect local image structure. This

assures that a maximum amount of image information is encoded. It also leads to an almost

symbolic abstraction [Granlund, 1997] of the image data, aswe will see later.

Using the optimal wavelets	 and weightsw of the GWN of an imagef , the GWN allows
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Figure 2.4. The left image shows an original fa
e image I , and the right image shows itsre
onstru
tion Î using formula (2.24) with an optimal wavelet network 	 of just N = 52 oddGabor wavelets, distributed over the inner fa
e region.
an accurate reconstruction̂f of the functionf by a linear combination of the weighted wavelets:f̂ = NXi=1 wi ni (2.24)= 	Tw :
The structure of eq. (2.24) is shown graphically in Fig. 2.2.Of course, the quality of the

image representation and the reconstruction depends on thenumberN of wavelets used. An

example reconstruction can be seen in Fig. 2.4.N = 52 wavelets are distributed over the

inner face region of the left image� I by the minimization formula (2.23). The reconstructionÎ
using formula (2.24) is shown in the right image. Note that the Gabor wavelets are continuous

functions that interpolate the discrete image they are trained on. This fact will be of great

importance later when we need to deform̂I affinely.�We will generally use the notationf; g; : : : to refer to band-limited, continuous 1-D or 2-D functions. The

dimensionality should be clear from the context. We will usethe notationI; J; : : : when we want to refer explicitly

to discrete gray-value images as used in our experiments.
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2.3 Optimization of Gabor Wavelet Networks

Minimizing eq. (2.23) is crucial, because finding a global minimum is an inefficient task. In

order to find an optimal wavelet family	 for the GWN(	,w) for a discrete gray-value imageI,

we use the Levenberg-Marquardt (LM) method, which is the best known method for non-linear

optimization. The LM method allows smooth variations between the inverse Hessian method

and the steepest gradient descent method. Far from the minimum, the gradient descent method

is used. As the minimum is approached, the Levenberg-Marquardt method smoothly switches

to the inverse Hessian method [Presset al., 1986]. The Levenberg-Marquardt method may get

stuck in local minima, and a careful selection of the initialparameters is therefore important.

This, however, also has the advantage that we can use prior knowledge about significant image

features to allow task-oriented optimization.

The initialization and optimization scheme we developed issimilar to a Laplacian pyramid

scheme. First we position4�4 coarse wavelets equidistantly within the prominent image region

(in the case of face representation this is the inner face region) (Fig. 2.5, bottom left). These

16 wavelets define the first pyramid layer. They are then optimized with respect to the energy

function (2.23). The optimization result,̂I16, is shown in Fig. 2.5, top left. In a second step we

calculate the difference between the original image and itsreconstruction,I� Î16, which is then

approximated by6�6 finer wavelets (Fig. 2.5, center, bottom). These wavelets form the second

pyramid layer. The result is shown in the top center. Adding the two images together yields

imageÎ52 (Fig. 2.5, top right). The positions of the 16 first-layer wavelets after optimization are

sketched in Fig. 2.5 bottom right. For comparison refer to the original imageI in Fig. 2.4, left.

This procedure can be repeated for further pyramid layers. It should be mentioned that at each

indicated wavelet position in Fig. 2.5, just a single wavelet is located. The initial orientations

are random and the initial scales are constant in each layer,and their values are chosen with

respect to the distances to the neighboring wavelets. Intuitively, a coarse-to-fine strategy for

optimization makes sense because the energy function (2.23) can be minimized efficiently by

first using coarse and then fine wavelets.

In detail, a difference image D is defined as the component-wise (pixel-wise) difference

between the original imageI and its reconstruction̂I:D = I � Î : (2.25)

At the beginning of the optimization, where no wavelets haveyet been found,̂I = 0 andD = I.

Weightw1 is then initially set to1 and a Gabor wavelet n1 is selected that minimizes the energykDk22 = kI � w1 n1k22 (2.26)
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4� 4 initialization 6� 6 initialization final resultFigure 2.5. The images demonstrate the idea of the Lapla
e-pyramid-like initialization andoptimization s
heme. The wavelet net is �rst initialized with the wavelets sket
hed in thebottom left image. The optimization result Î16 is shown in the top left image. The di�eren
ebetween that image and the original image is then approximated by the wavelets that areinitialized a

ording to the bottom 
enter image. The optimization result is shown in the top
enter image. Finally, the top right image Î52 shows the sum of the top left and top 
enterimage. The bottom right image shows the �nal positions of the 16 wavelets of image Î16 (leftimage).
best. In the next step, the weightw1 is recalculated by orthogonally projecting the imageI into

the vector space<  n1 > spanned by the single wavelet n1 . In the next section we will go into

greater detail about orthogonally projecting an imageI into a vector space<  n1 ; : : : ;  nn�1 >
spanned by a family of Gabor wavelets.

Assuming now that we already have a family of wavelets, thenD = I � n�1Xi=1 wi ni : (2.27)

The weights are found through orthogonal projection of the imageI into the vector space< n1 ; : : : ;  nn�1 >. The difference imageD is then in the complement of the span of these

wavelets: D 2 (<  n1 ; : : : ;  nn�1 >)? (2.28)
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in the spaceL2(R2). We then select a new wavelet nn such that, withwn = 1,kD � wn nnk22 (2.29)

is again minimized. This means in particular thathD; nni = hI � n�1Xi=1 wi ni ;  nni 6= 0 : (2.30)I is then again projected orthogonally into the new vector space<  n1 ; : : : ;  nn > in order

to calculate the weightsw1; : : : ; wn. This may be repeated untilN wavelets and weights have

been found. How this projection is done will be described in the next section.

In the remainder of this section, we want to show that the resulting family of Gabor wavelets	 constitutes a basis, i.e. that all 2 	 are linearly independent. This will be shown

by induction. Clearly this holds for one wavelet. If we already have a family of wavelets( n1 ; : : : ;  nn�1) that constitutes a basis, we have to show that the newly selected wavelet nn
is linearly independent of the others: nn =2<  n1 ; : : : ;  nn�1 >. Assuming that nn 2<  n1 ; : : : ;  nn�1 >
we have <  n1 ; : : : ;  nn�1 >=<  n1 ; : : : ;  nn >
and in particular (<  n1 ; : : : ;  nn�1 >)? = (<  n1 ; : : : ;  nn >)? :
This again means that I � n�1Xi=1 wi ni 2 (<  n1 ; : : : ;  nn >)? ;
which implies hI � n�1Xi=1 wi ni ;  nni = 0 :
This, however, contradicts the choice of nn in the optimization step, where nn was selected

such that hI � n�1Xi=1 wi ni ;  nni 6= 0 :
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Therefore the ni are all linearly independent and the Gabor wavelet family	 = f n1 ; : : : ;  nng
constitutes a basis.

The above discussion has been in terms of discrete imagesI, but it evidently holds also for

continuous functionsf 2 L2(R2).
2.4 Direct Calculation of Weights

Gabor wavelet functions are non-orthogonal. For a given family 	 of Gabor wavelets it is

not possible to calculate a weightwi directly by simple projection of the Gabor wavelet ni onto

the image. In this section we explain how simple computationof the weights is still possible.

In [Daubechies, 1990; Daugman, 1988] it was proposed to use eq. (2.23) to find the optimal

weightwi for each fixed wavelet through optimization. Because optimization is a slow process,

however, we want to introduce two approaches to directly calculating the weights. The first

approach is derived from wavelet theory and employs bi-orthogonal and dual wavelets. The

second approach is derived from linear algebra. As we will see, both approaches are equivalent,

but the approach( or better, the interpretation of the problem) based on the dual wavelets leads

to a better and more stable solution.

As already mentioned, Gabor wavelets are non-orthogonal waveletsy. This problem can be

solved by considering the bi-orthogonal family of wavelets~� [Chui, 1992; Feichtinger and

Strohmer, 1998; Mallat, 1998] (see also eq. (2.7)):

Definition 3

Two families of wavelets,� = f�ig and ~� = f~�ig are calledbi-orthogonaliff for all i; j they

satisfy the bi-orthogonality condition:h�i; ~�ji = Æi;j : (2.31)

The wavelet~� is called thedualwavelet of�.

Of course, whenf�ig constitutes an orthogonal family, we have�i = ~�i for all i.
If not stated otherwise, we will use the symbol� when we want to refer to general wavelets,

and will use the symbol	 when we want to refer explicitly to Gabor wavelets.

The use of bi-orthogonal wavelets allows direct calculation of weights: Letf 2 L2(R2),
and let� = f�ig be a family of wavelets that constitutes a frame. Let~� = f~�ig be the familyyNon-orthogonality of waveletsis understood in the sense that the wavelet coefficients and the weights of the

superposition are different in a non-orthogonal frame. Gabor wavelets can be considered to be approximately

orthogonal only when their overlap is small. However, in this case no reconstruction is possible, so this case is of

no interest to us.
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of dual wavelets. Then there exist weightsfwig such thatf =Xi wi�i : (2.32)

A weightwk can then be calculated by using the dual wavelet~�khf; ~�ki = Z f(x)~�k(x)dx= Z "Xi wi�i(x)# ~�k(x)dx= Xi wi �Z �i(x)~�k(x)dx�= Xi wiÆi;k= wk : (2.33)

When the family of waveletsf�ig does not constitute a frame, (2.32) holds only approximately.

A dual wavelet familyf~�ig constitutes an orthogonal projection of the functionf onto the

subspace< f�ig > which results in an optimal approximation off by thef�ig in the mean

square sense. Fig. 2.4 shows a geometrical interpretation of an orthogonal projection of a

functionf onto the wavelet family� = f�0; �1g. Applying the above discussion to our problem�1�0 w f
< � > Figure 2.6. Geometri
al interpretation of the least squaressolution, illustrated for the 
ase of a fun
tion f and twowavelets �0 and �1. The 
orresponding wavelet networkoutput is represented as a linear 
ombination of the twowavelets �0 and �1. The least-squares solution for w isgiven by the orthogonal proje
tion of f onto < � >.

of finding the right weightswi for a family of Gabor wavelets	 = f n1 ; : : : ;  nNg of some

GWN, thewi can be found by projecting thedual wavelets ~ ni . The Gabor wavelet familyf ~ nig is thedual family to the Gabor wavelet familyf nig iff it fulfills for each i; j the bi-

orthogonality condition h ni ; ~ nj i = Æi;j : (2.34)

With ~	 = ( ~ n1 ; : : : ; ~ nN )T , we can writehh~	;	ii = 1I : (2.35)
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In other words, the family of dual wavelets~	 can be used to find the optimal set of weightsw:wi = h ~ ni ; giw = ~	g (2.36)	 and ~	 are vectors of Gabor functions and their dual functions, respectively. The notation in

eq. (2.36) refers to the continuous scalar products of each of the functions~ ni with g.

In the following, the same symbols	 and ~	 will refer to matrices. The functions~ ni are

assumed to be discretized and thei-th rows in the matrices	 and ~	 contain the discrete values

of  ni and ~ ni . The product~	g of the matrix~	 and the vectorg is then just the discrete version

of the scalar products in eq. (2.36). It will be clear from thecontext whether the continuous or

the discrete case is being considered. In the notation of eq.(2.36), the discrete version of eq.

(2.35) says that the matrix product~		 = 1I.
We find that ~ ni = NXj=1 (	i;j)�1  nj ; (2.37)

where	i;j = h ni ;  nj i is the matrix of the pairwise scalar products. In order to show that the~ ni in eq. (2.37) are indeed dual to be ni , we have to verify the bi-orthogonality condition

(2.34): h ni ; NXj=1 (	k;j)�1  nj i = Z  ni(x)" NXj=1 (	k;j)�1  nj (x)# dx= NXj=1 (	k;j)�1 �Z  ni(x) nj (x)dx�= NXj=1 (	k;j)�1 h ni ;  nj i= NXj=1 (	k;j)�1 (	j;i)= Æi;k : (2.38)

In the second to last row, thei-th column of matrix(	i;j) is multiplied by thek-th row of

its inverse, which evaluates to1 if i = k, and to0 otherwise. Equation (2.37) is not specific

to Gabor wavelets, as one can see in the proof, but holds forany function family of finite

dimensionality.
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Equation (2.36) allows us to define the operatorT	 : L2(R2) 7�! L2(R2) (2.39)

as follows: Given a family	 of wavelets of a GWN, the operatorT	 realizes an orthogonal

projection ofL2(R2) onto< f nig >� L2(R2) (the closed linear span off nig):ĝ = T	(g) = 	~	g = NXi=1 wi ni = 	wt
with wt = ~	g : (2.40)

Equation (2.40) can be interpreted as follows: Given a function g, we search for the vectorw 2 RN such that̂g = 	wt, which is optimally solved in a mean square sense, as explained

above, by the dual~	: wt = ~	g. In this sense, the function~	 maps a functiong into the

vector spaceRn . The re-mapping ofw from the vector spaceRN onto< f nig >� L2(R2) is

established by eq. (2.24), i.e.ĝ = 	wt. These relations are sketched in Fig. 2.7.

< 	 > ĝg ~		 wL2(R2) Rn Figure 2.7. A fun
tion g 2 L2(R2) is mapped by the linearmapping ~	 into the ve
tor w of the ve
tor spa
e RN .The mapping of w into < f nig >� L2(R2) is a
hievedby the linear mapping 	. ~	 
an be identi�ed with thepseudo-inverse of 	 and the mapping of L2(R2) onto RN ,~	g = w, is an orthogonal proje
tion.
The above interpretation of eq. (2.40) suggests that one could also find the weight vectorw

by considering the pseudo-inverse of	, as proposed in e.g.[Bishop, 1995]:wt = 	+g : (2.41)

The pseudo-inverse	+ is defined as	+ = (	t	)�1	t : (2.42)

A close look at this definition reveals a close relation to eq.(2.37): In fact, eq. (2.42) is

nothing else than eq. (2.37) written in matrix notation, i.e. the discrete version of the continuous

eq. (2.37).
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It is interesting to mention that the two mappings� and ~� do not commute. This can also

be seen in Fig. 2.7:� ~� constitutes a mapping fromL2(R2) onto< f nig >� L2(R2), while~�� = 1I is a mapping fromRN ontoRN .

It was mentioned above that the interpretation through dualwavelets leads to a more stable

solution. This can be seen by substituting eq. (2.37) into eq. (2.36). Eachwi is calculated

by first determining the inner product between the functiong and each of the wavelets ni :h ni ; gi. Then, in order to compute the weights, the vector of the inner products is multiplied

by the matrix(	i;j)�1 (see eq. (2.37)). It is easy to show that the matrix(	i;j)�1 is, except

for a factor, invariant with respect to the affine deformations of the GWN. It can therefore be

computed off-line. Furthermore, to compute the weights, itis sufficient to calculate the inner

product of each of the wavelets with the image, and the numberof multiplications and additions

needed for the product with the matrix is given by the numberN of wavelets. On the other

hand, using the interpretation based on the pseudo-inverse, the matrix	+ is multiplied byg.

For discreteg, the matrix	+ has to have the same dimensionality asg. Also,	+ is not invariant

with respect to the affine deformations of the GWN.

Clearly, both methods are equivalent; the difference is solely in the interpretation, which

implies a different order of the computational steps that have to be carried out.

2.5 Distance Measures for Gabor Wavelet Networks

It is of interest to determine how similar two Gabor wavelet representations are. In this

section we introduce and discuss various distance measurements:

1. A distance measurement between two specific GWNs(	1;w1) and(	2;w2). This allows

us to compare two (possibly different) objects that are represented using different GWNs.

2. A distance measurement between two weight vectorsw1 andw2 of a specific wavelet

family 	, i.e., comparison of the two GWNs(	;w1) and(	;w2). This measurement

allows us to compare two objects that are represented using the same wavelet family	.

3. A distance measurement between two wavelet families	1 and	2. This measurement

allows direct comparison of the two GWNs without considering the weight vectors.

These three distance measurements will be introduced in thefollowing sections.2.5.1 Dire
t Cal
ulation of Distan
es between two Gabor Wavelet Networks
It was mentioned in Section 2.3 that optimization is a crucial problem. Finding a global

optimum for the free wavelet parameters is very time-consuming, so that determining a local
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minimum seems to be the only feasible solution. However, we have found in various experi-

ments that the local minimum that is found using the Levenberg Marquardt method of Section

2.3 is extremely unrobust with respect to the initial values. A slight variation in the initial val-

ues may result in a completely different GWN. It is thereforereasonable to ask whether it is

possible to compare two different GWNs in order to find out if they represent the same functionf . This question can be reformulated using a basis transformation:

Given a functionf 2 L2(R2), letf be represented by two different wavelet networks(�1;v)
and(�2;w) with the wavelet familiesf�1i ji = 1 : : : Ng andf�2i ji = 1 : : :Mg:f̂1 = NXj=1 vi�1if̂2 = MXj=1 wi�2i : (2.43)

To compare the two wavelet networks, we have to transform thevectorv 2 RN of wavelet

network�1 into a vectorv0 2 RM that is given with respect to the wavelet network�2. To do

this, we use the technique of the dual wavelets: In order to representf̂1 with the wavelets of�2,
we apply the dual wavelets~�2

of �2 to f̂ 1 (see Fig. 2.7):v0 = ~�2f̂1 = ~�2�1v : (2.44)

With this projection,v0 now representsv with respect to the other wavelet network�2. This

procedure is sketched in Fig. 2.8. The same can be done forw 2 RM :�1 ~�2f1 < ~�2 >< �1 >v v0 RMRN f̂1 Figure 2.8. This �gure sket
hes the basis transforma-tion from one wavelet network onto another. A fun
-tion f1 2 L2(R2) is proje
ted into RN and re-mappedinto f̂1 in the subspa
e< �1 >� L2(R2). f̂1 is thenmapped into RM .w0 = ~�1f̂2 = ~�1�2w : (2.45)

The intermediate mapping fromv to f̂1 in Fig. 2.8 is for visualization purposes, and can be

omitted by understanding eq. (2.44) asv0 = ~�2f̂1 = � ~�2�1�v :
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Using these two equations, we can comparev with w0 andw with v0:d�1(v;v0) = kv�w0k�1d�2(w;w0) = kw� v0k�2 :
These difference measures will be discussed in the next subsection. Now that we have two

GWNs that are possibly optimized on different functions, these difference measures allow us

to calculate the distance between the representations, andfrom this, the difference between the

represented functions.

Clearly, the distance that can be calculated isnot given by the difference between the orig-

inal functions, but rather by the difference between the orthogonal projections of the functions

onto the respective wavelet spaces. The above discussion therefore provides information only

about the similarity of the two GWNs, but not about the similarity of the two possibly different

functions.

The above two distance measures are specific for each waveletfamily �i. Calculating the

difference between two GWNs(�1;v) and (�2;w) is therefore reduced to calculating the

distances between corresponding vectors (v andw0 or w andv0) with respect to each wavelet

space using the distance measuresd�1 andd�2 .
In the next subsection we will investigate the difference measured�(� ; �).2.5.2 Measuring Distan
es in Gabor Wavelet Spa
e
In the previous section we used the notationd�(v;w) in calculating the distance between

two wavelet vectorsv andw with respect to the wavelet basis�. However, it is not yet clear

how this distance measure should be calculated. As done in [Wiskott et al., 1997], one could

calculate the Euclidean distance between these two weight vectors, which corresponds to the

angle between the two vectors. But such a distance lacks any justification or geometrical in-

terpretation, because it is not clear what the angle betweenthe two vectors tells us about the

difference between the images they represent.

In this section we therefore propose a different distance measurement and a different norm.

They are derived from the Euclidean norm and Euclidean distance in the image space. The

differenced� is defined to be the Euclidean distance between the two reconstructed images:d�(v;w) = kv �wk�:= k NXi=1 vi�i � NXj=1 wj�jk2 : (2.46)
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Various transformations lead tod�(v;w) = kv �wk�= k NXi=1 vi�i � NXj=1 wj�jk2= 24Z  NXi=1 vi�i(x)� NXj=1 wj�j(x)!2 dx35 12
= 24Z  NXi=1 Æi�i(x)!2 dx35 12

with Æi = (vi � wi)= "Z  NXi=1 NXj=1 ÆiÆj�i(x)�j(x)! dx# 12
= " NXi=1 NXj=1 ÆiÆj Z �i(x)�j(x)dx# 12
= "Xi;j ÆiÆjh�i; �ji#12 : (2.47)

We therefore define the normk � k� askwk� := "Xi;j wiwjh�i; �ji# 12= �wt ��i;j� w� 12
(2.48)

and the differenced�(�; �) asd�(v;w) := "Xi;j ÆiÆjh�i; �ji#12
whereÆi = (vi � wi)= �Æt ��i;j� Æ � 12 with Æ = �Æ1 � � � ÆN�t : (2.49)

The productsh�i; �ji have already appeared in eq. (2.37), where
��i;j� = h�i; �ji consti-

tutes the matrix of the pairwise scalar products. This matrix is a measure of the “overlap” of the

wavelets.
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If the waveletsf�ig are orthogonal, the products areh�i; �ji = 8<:1; if i = j0; if i 6= j : (2.50)

This means thatk � k� = k � k2 holds for the Euclidean norm.

As mentioned above, the matrix� is, up to a scalar factor, invariant with respect to affine

transformations of the wavelet network. It can therefore becomputed off-line beforehand.2.5.3 Dire
t Comparison between two Gabor Wavelet Families
In the previous section we discussed how two wavelet networks can be compared. However,

a generalization of the above results would allow the comparison to be independent of the

weight vector. We will now discuss this.

A direct calculation of the distance between two families ofwavelets,	 and�, is estab-

lished by applying the above method to each of the wavelets�i 2 �:T	(�j) = Xi hh�j; ~ iii i : (2.51)

In Eq. (2.51) each wavelet�j is projected orthogonally onto the subspace< f jg >� L2(R2).
Each�i is represented as a linear combination of the wavelets i, so thatXj k�j � T	(�j)k2k�jk2 (2.52)

can be considered as a measure of how well the vector space< �j > can be approximated by

the vector space<  j >.

Similarly, the reverse combinationXj k j � T�( j)k2k jk2 (2.53)

measures how well the vector space<  j > can be approximated by the vector space< �j >.

By combining eqs. (2.52) and (2.53), the distance between	 and� can be determined byd	;� =vuut"Xj k�j � T	(�j)k2k�jk2 #2 + "Xj k j � T�( j)k2k jk2 #2 ; (2.54)

wherek �k is the Euclidean norm. Using this distance measure, the distance between two object

representations can be calculated very efficiently. Clearly, eq. (2.54) can also be computed by

applying the distance measuresd	 andd�.
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2.6 Reparameterizing Gabor Wavelet Networks

We illustrated above that a GWN that is optimized on a particular object is very specific to

that object. In order to ensure meaningful calculation of the weights and meaningful filtration

of the image with the Gabor filter, the wavelets have to positioned precisely on the features they

are supposed to represent. Compare, e.g., the two images in Fig. 2.9. We see that in the left

Figure 2.9. The left image shows a GWN that is positioned in
orre
tly on the fa
ial image:features are not positioned on the features they should represent. The right image shows the
orre
t positions.
image the wavelet positions are not correct. Computing the filter responses and the weights on

the basis of these positions cannot lead to satisfactory results. On the other hand, calculating the

filter responses and the weights on the basis of the correct positionsz ensures a correct relation

between the filter parameters and the object that the filters are applied to. Consequently, the

filter responses will be meaningful in the sense that their weights will be appropriately related

to the object features. The task of finding the position, the scale and the orientation of a GWN

in a new image is therefore very important, and will be dealt with in this section.

As another example, consider an imageJ that shows the person of Fig. 2.4 left, possibly

distorted affinely. Given the corresponding GWN, we are interested (for example, in a track-

ing application) in finding the correct position, orientation and scale of the GWN so that the

wavelets are positioned on the same facial features as in theoriginal image. The parameters of

the reparameterized GWN allow conclusions about the 3-D parameters of the tracked head.zThe term “correct positions” refers to the positions originally taken by the wavelets after the optimization

procedure.
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Another example can be seen in Fig. 2.5, where the original positions of the wavelets

are marked in the bottom right image, and in Fig. 2.11, where the wavelet positions of the

reparameterizedwavelet network are marked in new images.

Parameterization of a wavelet net is established by using asuperwavelet[Szuet al., 1992].

Definition 4

Let (	;w) be a GWN with	 = ( n1 ; : : : ;  nN )T ,w = (w1; : : : ; wN)T . A superwavelet	n is

defined to be a linear combination of the wavelets ni such that	n(x) = Xi wi ni(SR(x� 
)) ; (2.55)

where the parameters of the vectorn = (
x; 
y; �; sx; sy) of the superwavelet	 are the dilation

matrixS = diag(sx; sy), the rotation matrixR, and the translation vector
 = (
x; 
y)T .

A superwavelet	n is a wavelet [Szuet al., 1992], and in particular a continuous function

that has the wavelet parameters dilation, translation and rotation (see Section 2). Therefore, we

can handle it in the same way as we handled each individual wavelet in the previous section.

For a new imageg we can arbitrarily deform the superwavelet by optimizing its parametersn
with respect to the energy functionalE:E = minn kg � 	nk22 (2.56)

Equation (2.56) defines the operatorP	 : L2(R2) 7�! R5 (2.57)g �! n = (
x; 
y; �; sx; sy) ;
wheren minimizes the energy functionalE of eq. (2.56). In eqs. (2.56) and (2.57)	 is derived

from the GWN of imagef . For optimization of the superwavelet parameters, we can use the

same optimization procedure that we used to find the GWNs. An example of the optimization

process can be seen in Fig. 2.10: Sketched as white rectangular boxes are the initial values ofn, the values ofn after 2 and 4 optimization cycles, and the final values ofn after 8 cycles. The

box indicates the image region in which the wavelets were initially homogeneously distributed,

as shown in Fig. 2.5. Its center position marks the center position of the corresponding super-

wavelet. The superwavelet used in Fig. 2.10 isÎ16 of Fig. 2.5, i.e. it is derived from the person

in Fig. 2.4. Another example can be seen in Fig. 2.11. The top images should be compared

with the bottom right image in Fig. 2.5: It can be seen that thewavelets are positioned correctly

on the correct facial features. The images at the bottom of fig. 2.11 show the reconstructions

using the reparameterized GWNs.
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Figure 2.10. These images show the 1st, 2nd(top), 4th, and 8th (�nal) step (bottom) of theLevenberg-Marquardt method of optimizing the parameters of a superwavelet. In the top leftimage the initial values are shifted by 10 px. o� the true position, rotated by 10Æ and s
aledby 20%. The bottom right image shows the �nal result. Î16 of Fig. 2.4 was used as thesuperwavelet.
The image distortion of a planar object that is viewed under orthographic projection is de-

scribed by six parameters: translation
x, 
y, rotation�, dilation sx, sy, and shearsxy. The

degrees of freedom of a wavelet only allow translation, dilation and rotation. However, it is

straightforward to include shear, and thus to allow any affine deformation of	n. For this, we

enhance the parameter vectorn to a six-dimensional vectorn = (
x; 
y; �; sx; sy; sxy)T
By rewriting the scaling matrixS as S =  sx sxy0 sy ! ;
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Figure 2.11. These images show the positions of ea
h of the 16 wavelets after reparameterizingthe wavelet net (top), and the 
orresponding re
onstru
tion (bottom). The re
onstru
ted fa
eshave the same orientation, position and size that they were reparameterized on.
we are now able to deform the superwavelet	n affinely.

The reparametrization of the superwavelet can be understood as warping, where the original

face, represented by the GWN(	;w), is warped into the new face. This idea is shown in Fig.

2.12.

The reparametrization (warping) works quite robustly. Using the superwavelet̂I16 or Î52,
we have found in several experiments that the initialization of n0 may vary from the correct

parameters by approximately.�10 pixels in thex- andy- direction, by approximately20%
in scale, and by approximately�10Æ in rotation (see Fig. 2.10). Of course, these are only

approximate values since they depend on the number of wavelets used, on the template face,

and on the scale of the wavelets. In our case, 10 pixels. corresponds to� 1=3 of the width of

the white box in Fig. 2.10 that marks the inner face region.
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Figure 2.12. These two images show the wavelet network Î52, repositioned onto the two testimages of Fig. 2.11. This demonstrates that the repositioning pro
ess 
an be understood aswarping the superwavelet onto the new test fa
es.
2.7 The Relation between Bunch Graphs and GWNs

Another approach to object representation that is also based on Gabor wavelets is the well-

knownelastic bunch graphapproach [Krügeret al., 1996; Maurer and von der Malsburg, 1995;

Wiskott et al., 1997]. The underlying idea is that a face (or, more generally, an object) is

represented by a set of specific, meaningful feature points.At each of these feature points in

the image, 40 complex Gabor filters are applied. This gives 40complex coefficients for each

feature point, a so-calledjet. A collection of such jets together with information about their

relative locations constitutes abunch graph. A single jet describes the gray value in a small

local neighborhood around a feature point. The filter set is fixed and contains Gabor filters that

are parameterized for eight different orientations and fivedifferent frequencies.

The elastic bunch graph approach is inspired by the discretewavelet transform, where, in

contrast to the continuous wavelet transform, the phase space is discretized. How to sample

the phase space is a major problem in this context and has beenwidely studied [Daubechies,

1988; Daubechies, 1990; Daugman, 1988; Grossmann and Morlet, 1984; Lee, 1996; Mallat,

1989a; Mallat, 1989b]. In general, the discretization scheme depends on the selected wavelet

function. Lee [Lee, 1996] studied how closely the phase space has to be sampled in order to

achieve a lossless wavelet representation of an image when anon-orthonormal Gabor function

is used as wavelet. He found that one needs at least eight equidistant orientation samples and

five equidistant scale samples for each discrete position. We see that this justifies the choice of
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40 Gabor filters in [Wiskottet al., 1997]. However, we also see that an image representation

using 40 wavelets per pixel is highly redundant and is only practical if it is reduced to a small

set of feature points in the image. A bunch graph representation usually contains about 20 jets

with 800 complex coefficients.

The reason for this highly redundant representation is thatlocal image structure such as

edges, lines or junctions needs to beapproximatedby a weighted sum of these 40 Gabor filters

in thediscretephase space. Alternatively, one can model the local image structure directly by

selecting the correct wavelet parameters in thecontinuousphase space. This is the underlying

idea of GWNs. As shown above, 52 Gabor wavelets were sufficient for good representation of

a facial image (compared, e.g., with the bunch graph approach, where a comparable represen-

tation needs many more wavelets).

2.8 Conclusion

In this chapter we have introduced GWNs. We have explained that these networks are opti-

mized on the objects they are supposed to represent. Furthermore, we have observed, that two

GWNs that are optimized on the same object usually appear to be different. We have therefore

introduced distance measurements that allow us to calculate similarities between GWNs. We

have also introduced a measure that allows us to calculate the similarity between two vectors

of wavelet coefficients that are computed with respect to thesame wavelet family. A further

topic that was discussed is the reparametrization of a GWN: When we wish to calculate wavelet

coefficients using the wavelet family of a certain GWN, on an object that is similar to the object

on which the GWN was optimized, a good reparameterization ofthe GWN on the new object is

very important.

Several important properties have not yet been discussed, such as the interpretation of the

weightswi, the role of the number of waveletsN in a GWN, and the relation between the

wavelet parameters and their weights and filter responses. These topics will be discussed in the

next chapter.



Chapter 3

Properties of Gabor Wavelet Networks

In the previous chapter we gave an extensive introduction toGWNs. In this chapter we will

discuss properties of GWNs that have not yet been treated, including� the relation between the parameterization of a wavelet in the image and its weight and

filter response, as well as the interpretation of the weightswith respect to the image,� the role of the number of waveletsN of a GWN,� how GWNs can be used for optimal filtering of an image.

These important properties of GWNs will be discussed in the following three sections. In the

next three chapters the advantages of these three properties will be systematically investigated

and exploited in real applications.

3.1 Feature Representation with Gabor Wavelets

Gabor wavelets are recognized to be good feature detectors [Manjunath and Chellappa,

1993; Mehrotraet al., 1992], and especially for�!0 < 2, they are well-known filters for edge

detection [Michaelis, 1997]. We would like to ask whether this property can be exploited for our

needs and whether it has consequences and advantages for therepresentation of an object with

these filters. Consider, e.g., the images in Fig. 3.1. One cansee that the wavelets with the largest

weights are positioned along the object edges, i.e. at positions where their filter responses

are large. In this section we will investigate whether this observation can be generalized. In

particular, we want to analyze how the final optimized parameters of wavelets and their weights

are linked to their filter responses and how this is related tothe property that Gabor functions

are good edge detectors.
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The results of the optimization of a GWN depends partly on themother wavelet function

that is used and partly on the optimization procedure itself. Therefore, in order to understand

what the optimization results express, we have to consider both the mother wavelet and the

optimization procedure. In the following we will use the terminology of discrete images without

loss of generality. If not stated otherwise, the discussioncan be adapted for continuous functions

as well.

Recall from Section 2.3 that the difference imageD = I�Î is given as the pixel-wise differ-

ence between a DC-free imageI and its reconstruction̂I. Assume now that all the weightswi
of the reconstruction are zero:wi = 0, from which followsÎ = 0, so that the difference imageD equals the original imageI. This is the case at the beginning of the optimization procedure.

As optimization progresses, one wavelet after another is considered. Each wavelet is optimized

so that it approximates a local region inI as well as possible. Afterwards, it is subtracted fromI. The difference imageD shows the parts of the image that remain to be approximated. The

values of the imageD are small in local regions that are already approximated.

The optimization procedure parameterizes a wavelet, so that the energy of the difference

image,kDk22, is minimized. This is the case if

1. the local structure in the difference functionD that adds the largest portion to the energykDk22 is approximated,

2. the wavelet approximates the local structure in the difference imageD optimally.

Referring to point 2, it can be shown that the inner product (correlation) of a Gabor wavelet

with the difference imageD at a positiony is maximal iff the local structure there is approxi-

mated optimally by the wavelet n(x), i.e. the energy is minimized:Xx ( n(x)D(y + x)) = max
iff

Xx ( n(x)�D(y + x))2 = min :
This shows that the parameter vectorn that leads to a maximal filter response inD is the same

as the one that leads to an optimal approximation.

When the optimization starts,D andI are very similar, and the above holds for both. This

is the reason why the first wavelets fit well to edges in the image I (see Fig. 3.1, bottom left).

As the optimization proceeds,D andI become more and more different and the wavelets no

longer fit the image edges ofI (top right).
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It is a property of the odd Gabor function as an edge detector that the filter has a clear re-

sponse peak when it shows the precise location and orientation of an edge, and that the response

decreases quickly with increasing distance from the edge [Canny, 1986]. Accordingly, the en-

ergykDk22 is minimized when the Gabor wavelet shows the precise location and orientation of

the edge it has to approximate. The energykDk22 increases as the distance to the edge increases.

Concerning point 1, the filter response of an odd Gabor function is strong at “strong” edges.

The stronger the edge, the larger must be the weightwi which weights the wavelet n that is

supposed to approximate the edge. The relation between the filter responses and the weights

is given by the linear eq. (2.36): A maximal filter response leads (without loss of generality)

to a maximal weight. Clearly, the optimization procedure isbest able to minimize the energykDk22 when a strong edge is approximated by a wavelet. Therefore, the wavelets with the

largest weights minimize the energy best. It is possible to define anorder of importancefor the

reconstruction. According to the above discussion, one canuse the weights, but they should be

normalized with respect to the scale of the wavelets (see Section 3.2).

An example of this can be seen in Fig. 3.1. This figure shows theimage of a toy wooden

block (top left) on which a GWN was trained. The top right image shows the positions, scales

and orientations of the wavelets as short black line segments. The first wavelets that are posi-

tioned in the image are, according to our discussion, positioned along the edges (see bottom left

image). Since the edges are already approximated, the contributing gray values of the wooden

block get smaller in the difference image. The newly appearing edges in the difference image

again have to be approximated by a new set of wavelets. This can be seen clearly in the top right

image, where many wavelets are positioned parallel to the edges. It can also be seen that the

energy of the difference image,kDk22, becomes smaller as the number of wavelets increases.

This results in smaller filter responses.

By thresholding the weights, the more “important” waveletscan be selected, which leads to

the bottom left image. Since large weights indicate that thecorresponding wavelets represent

edge segments (high filter responses), these wavelets encode local geometrical object informa-

tion.

Because of the direct relation between the filter responses,the weights and the optimization

results, different mother wavelet functions result in different wavelet networks. The choice of

the odd Gabor function as the mother wavelet induces a model for the representation of local

image primitives; here, edge segments locally model objectedges. In fact, the odd Gabor

wavelets introduce the only prior knowledge into this representation. The introduction of a

model for local image primitives is the reason for the considerable data reduction that can be

achieved with GWNs. In fact, representation of “subject01”(see Fig. 2.4) with 52 wavelets
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Figure 3.1. This �gure shows images of a wooden toy blo
k (top, left) on whi
h a GWN wastrained. The bla
k line segments sket
h the positions, sizes and orientations of all the waveletsof the GWN (right) and of some automati
ally sele
ted wavelets (bottom left). The bottomright image shows the di�eren
e image D between the original image and the approximationby the wavelets in the bottom left image.
needs52�6�4 bytes= 1248 bytes. Since the original image has78784 bytes, this corresponds

to a data reduction of98:4%
The sparseness is a property that will be exploited in Chapter 5 for the recognition of faces.

We will also discuss this property in more detail there.

Other mother wavelet functions (models for local image primitives) have been tested, such

as the Gaussian and its derivatives [Pelc, 1997]. These functions are often used as radial basis

functions in RBF networks [Bishop, 1995]. It is interesting, however, that these models have

proven to be much less effective.



3.2. VARIATION IN PRECISION 47

Figure 3.2. These images show (from left to right) images Î16, Î52, Î116 and Î216, whi
hrepresent image I with 16, 52, 116 and 216 Gabor wavelets, respe
tively.
3.2 Variation in Precision

One important property of GWNs is their ability to vary the precision with which an image

can be represented: The more Gabor wavelets are used, the more precise the representation

becomes. An example is shown in Fig. 3.2. There, a GWN(	;w) with N = 216 wavelets has

been optimized on the rightmost image. UsingÎ = MXi=1 wi ni ;
the precision of the representation varies withM = 16; 52; 116; 216. It can be seen that forM = 116 wavelets a good representation of the image can already be achieved. The order of

the wavelets in this example corresponds to the order in which they were optimized. In Section

2.3, a pyramid scheme for the optimization of several wavelet pyramid layers was introduced.

The example images in Fig. 3.2 correspond to these pyramid layers: The first image (from the

left) shows only the first pyramid layer, the second image shows the first two pyramid layers,

etc.

In Fig. 3.3 the wavelets are used according to the sizes of their weights in decreasing order.

The weights are normalized with respect to the wavelet scale.

Fig. 3.4 shows a graph that quantitatively represents the information in Fig. 3.2 and Fig. 3.3:

It can be seen that the energy decreases much faster when the wavelets are chosen according to

their normalized weights.

For any� > 0 one can find anN such thatkf � NX1  iwik22 < �
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Figure 3.3. These images show (from left to right) the re
onstru
tions of Fig. 3.2 with 16, 52,84, 116 and 180 wavelets. The wavelets are 
hosen a

ording to the sizes of their weights,starting with the largest one.
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Figure 3.4. In this graph, the de
rease in energy is plotted as the number of wavelets is in
reasedin the order in whi
h they were optimized (top) or in order of the sizes of their weights (bottom).
is satisfied. This property is a major property of the discrete wavelet transform [Mallat, 1989b;

Mallat, 1989a], exploited especially for multi-resolution analysis. GWNs inherit this property

from the discrete wavelet transform.
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In the same manner, assuming that for a certain� > 0 a GWN(	;w) of a sufficiently large

sizeN is given, i.e.dim(	) = N , we can findM wavelets,1 �M � N , such thatkf � MX1  iwik22 < �0 for any�0 > �.
Given a GWN, we can decide how much information we want to use by varyingM . This

property of variable precision will be discussed in greaterdetail in the next chapter, where we

will introduce the termprogressive attentionto refer to this property.

3.3 Gabor Wavelet Networks for Optimized Image Filtering.

The weights of GWNs are linearly related to the filter responses of the wavelets. This means

that the weights can be computed solely from the filter responses. Furthermore, this means that

in the filter responses, all the data that is needed to represent and reconstruct the image is already

encoded.

The fact that the filter responses already contain all the image information is due to the filter

scheme, given by the GWN, that is being used. This can be explained as follows: The wavelet

family 	 of a GWN defines the basis for the sub-space< 	 > . An imageI of the image space

can be approximately represented by a vector from this vector space. How lossy the mapping

is from the image space into the sub-space depends on the basis	. Given an optimized GWN,

the loss is minimized for a certain image. The correspondingvector of the vector space is

calculated through the filter responses of the wavelet functions. It can clearly happen that if

another wavelet basis is used, the loss for that image is veryhigh.

Consider, e.g., a family of Gabor wavelets (which does not necessarily define a basis) that

contains four differently oriented filters at each positionof a homogeneous4� 4 grid. Mapping

the well known “subject01” into the sub-space< 	 > through eq. (2.39) allows us to visually

verify the loss of image data that occurs (see Fig. 3.5).

The mapping through eq. (2.39) is an orthogonal projection.It leads to the optimal vector

for the given wavelet family. Therefore, the mapping is as good as it can get. The quality of the

mapping is limited by the given wavelet family	, and consequently by the filtering scheme.

The same experiment can be repeated with up to 8 different orientations and with a grid of

up to8 � 8 homogeneously distributed positions. The results can be seen in Fig. 3.5. One can

see that the loss of image data is very high, taking into account that 64, 128, 256 and 512 (!)

filter responses were used. This loss appears especially severe when one compares these images

with the images in Fig. 3.2, where only 16, 52, 116 and 216 Gabor wavelets were used.
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Figure 3.5. These images show, qualitatively, what image information is 
ontained in a set ofGabor �lter responses, when the �ltering is done with (from left, top to right, bottom) 4� 4homogeneously distributed Gabor �lters with 4 and 8 orientations, or with 8�8 homogeneouslydistributed �lters with 4 and 8 orientations.
These experiments show very clearly that the amount of data that can be extracted from an

image through filtering depends heavily on the filtering scheme. In particular, an optimized

filtering scheme is able to encode more image data than a non-optimized filtering scheme. Fur-

thermore, our experiments show that a GWN offers an optimized filtering scheme that allows a

maximal amount of information to be extracted from the image.

The linear relation between the optimal weights and the filter responses and the optimized

filtering property of GWNs will be discussed and exploited more precisely in Chapter 6.
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3.4 Conclusions and Comments

In this chapter we have discussed three important and fundamental properties of GWNs.

First, we discussed the relation between the parameters of awavelet, its weight, and its filter

response. Furthermore, we argued that Gabor functions are able to model local features in an

image. In fact, the correlation between the filter and the difference image is maximized where

the energy of the difference image is minimized. This shows that there is a precise relation

between the original image and the parameters of the optimized wavelets.

Gabor functions are good edge detectors that show strong maxima when they are correctly

parameterized; their filter response decreases quickly as the parameterization changes. This

means that the ability to model local image structure also decreases quickly when the parame-

terization is different from the optimal one. Therefore, a GWN that is optimized for one image

is not likely to be good for another image. In Chapter 5 we willinvestigate how individual this

representation really is. There we will study, in a face recognition experiment, whether each

representation has enough individuality to be able to distinguish between various persons.

Second, we have discussed the possibility of varying the precision of a GWN by changing

the number of wavelets used. The variation can be done, e.g.,with respect to a given task,

which allows control of evaluation speed, representation precision, etc. In Chapter 4, we will

exploit this variability for tracking. There we will investigate how this variability allows us to

control the tracking speed as well as the tracking precision, which degrades when the number

of wavelets is decreased.

Third, the linear relationship between weight and filter response is most important in order

to understand that the wavelets of the network, when used as filters, provide a “handle” on

the image data. This means that for the same task, the set of optimized filters may be much

smaller than the set of non-optimized filters. This increases efficiency. In Chapter 6, we will

exploit the optimized filtering scheme for a gaze detection application. We will compare a non-

optimized filtering scheme with an optimized one and investigate how performance, stability

and computation speed increase.





Chapter 4

Progressive Attention for Real-Time

Tracking

The fundamental idea of active vision systems [Aloimonos, 1993; Sommer, 1995] is that they

are autonomous systems that take part in their environment.This means that they have to keep

track of surrounding events while remaining focused on achieving their task. This implies two

things:

1. selective perception, in order to

(a) achieve a given task,

(b) keep track of possible distractors that might disturb the vision system in achieving

the task.

2. taking actions that are dependent on the task and on the perceived visual information.

According to [Aloimonos, 1994],perceptionhas to be related toaction: An active vision

systemis an active observer which has control over the image acquisition process and which

perceives (image) information that is relevant to what it intends to do [Aloimonos, 1994].Per-

ceptionhere means the information acquisition and selection process and the control strategies

that are applied to it [Bajcsy, 1992].Action is anything that changes the state of the system or

the environment. Both perception and action are dynamic processes that depend on the current

state of the data interpretation and the goal or task of the vision system.

Consider the following example: A robot that is supposed to follow another robot through

a group of people has to “concentrate” on the leading robot, while it has to “keep an eye” on

people that may get in its way. The robot that is following hasto “concentrate” its attention on

the leading robot:
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mistake;� It has to determine the position and heading direction of theleading robot precisely

enough so that it can follow on a direct path.

In other words, precise information about the leading robotis needed.

At the same time, our robot has to attend to other persons (i.e. distractors) that are about

to move in its way by detecting their approximate positions and possibly their approximate

heading directions so it can navigate around them. Depending on the distance and motion of

each destructor relative to the intended path of our robot, more approximate information may

be sufficient or more precise information may be needed.

In other words: “Concentration” on the leading robot is necessary, but a “quick glance”

at the distractors is sufficient. The amount of information that needs to be extracted from the

camera images should correlate with the needed degree of precision.

Active vision systems [Aloimonos, 1994] have, among others, the following properties:� purposive: they use resources purposively to solve a problem.� selective: they use a minimal amount of information, i.e. they separate relevant from

irrelevant information and use only the information that isrelevant to solve the problem.

This was previously pointed out by [Bajcsy, 1992], who mentioned that the problem of active

sensing “can be stated as a problem of control strategies applied to the data acquisition process

which depends on the current state of the data interpretation and the goal or task of the process”.

It is agreed that (image) information representation is of major importance in active vision

systems [Aloimonos, 1993; Aloimonos, 1994; Bajcsy, 1992; Brown, 1994; Jain, 1994]. The

Marr paradigm [Marr, 1982] uses general representations that would allow it to solveanyprob-

lem. The Marr paradigm implies a bottom-up representation:first the information, then the

algorithms and solutions. This means that the image acquisition is independent of the algo-

rithms, and the algorithms are not able to acquire more information later. Selective sensing, as

proposed e.g. by Sandini and Brown [Aloimonos, 1993; Brown,1994], implies, on the other

hand, a top-down approach, in which information selection is purposive: first the solutions,

then the information. Systems may retrieve information in asingle, general purpose form, and

leave it to cognitive modules to transform the information according to their needs. In [Aloi-

monos, 1994] it was pointed out, however, that visual systems should directly produce forms

of information that suit specific cognitive processes. Thisconforms exactly with the selectivity

property, and it is also important in order to assure high computation speed.
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Returning to our example, we may ask whether our robot needs the same type of repre-

sentation of the leading robot (which it is interested in) and of the distractors (which it is not

particularly interested in) in order to define its next action. As the active vision paradigm sug-

gests, the perception should be related to the action. When our robot has to concentrate on

the leading robot, a precise representation should be employed, because the related action is to

recognize the leading robot and to follow it on a direct path.For the surrounding distractors,

only an approximate representation is needed, because the only task is to avoid them.

Two important questions arise here:

1. A fundamental problem is to determine what image representation an active vision system

should use. This problem has to be solved by the programmer nowadays, using prior

knowledge about the set of tasks the system will have to perform. In our example, the

task of the system is to track and calculate the precise and approximate states of the

leading robot and the distractors.

2. Another fundamental question is what information from the image should be used. This

depends on the task the system has to carry out and on the stateof the system and the

environment. The question is how information should be represented so as to allow the

robot to relate the representation to the task and to decidehow muchandwhatinformation

should be used.

The ability of the system to relate action to perception, i.e.� to decidewhat image information,� how muchimage information is needed, and� how precisethis image information has to be,

will be calledprogressive attention. This term was adapted from [Zabrodsky and Peleg, 1990],

who used it in the context of image coding.

In this chapter we will use the properties of the active vision paradigm and the progressive

attention scheme as guidelines in constructing a system that is able to track efficiently and with

variable precision. The tracking system is designed as a perception-action cycle. It relies on

its internal state, which reflects its present situation in the scene, and on the images that are

recorded by a camera. Tracking is considered here as a low-level task of a higher-level vision

system. The higher-level system is assumed to define the level of precision for the tracking task.
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4.1 Related Work

Progressive attentionis related toincremental focus of attention (IFA)for tracking [Toyama

and Hager, 1996] and to the attentive processing strategy (GAZE) for face feature detection

[Herperset al., 1995]. Both of these were inspired by [Tsotsos, 1990] and relate features to

scales by using a coarse-to-fine image resolution strategy.Progressive attention, on the other

hand, should not relate features to scales but to the object that the features describe. In this

sense, as stated above, the object is considered as a collection of image features, and the more

information about the object is needed to estimate its state, the more features are extracted from

the image. To realizeprogressive attentionwe will use GWNs for object representation.

4.2 Foundations and Definitions

The paradigmatic starting point of the tracking algorithm presented in this chapter is the

perception-action cycle(PAC). Intuitively, this cycle is a fusion of perception andaction; no

precise definition has yet been given for it. In our definitionwe will follow [Sommer, 1997]:

Definition 5

A vision system is realized as aperception-action cyclewhen it is able to fulfill its task based

solely on a sequence of live camera images and the task it is constructed for.

In order to defineactive vision-based object tracking, we will follow the definition of the

perception action cycle.

Definition 6

Given a visually perceivable target object together with its initial states0, the active vision-

based object tracking taskis to estimate the statest of the object at each time stept, given a

live imageIt of the object and the previous statest�1.
A target is a visually observable, not necessarily physical or rigidentity. A states of the target

object is given as a finite vector that quantifies certain qualities of the target object, such as the

object’s projected position in the image, its position in space, its projected size in the image, its

orientation in space, and its projected orientation in the image. Shape parameters, velocity etc.

may also be included [Toyama, 1997]. One may differentiate between the projected true state of

the object in the 3-D scene, which is referred to as thetrue statês, and the observed/estimated

state of the object, which is called by theobserved states. The true state should ideally equal

the observed state.

The definition ofactive vision-based object trackingimplies several things:
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“updated” to the new observed statest so that the expected squared error betweenŝt andst is a minimum: E[(st � ŝt)T (st � ŝt)℄ = minimum :� The difference between two successive live imagesIt�1 andIt, and therefore the differ-

ence between two successive statesst�1 andst, depends on the tracking speed. A higher

tracking speed results in smaller state differences. Successive states are therefore more

more accurately recovered, the closer they are in time. [Brown and Terzopoulos, 1994;

Leondes, 1966].

The last point is clear from a statistical point of view: the correlation between two successive

true stateŝst�1 and ŝt decreases with increasing separation in time. This fact is extensively

discussed (among others) in [Brown and Terzopoulos, 1994; Leondes, 1966]; further discussion

is beyond the scope of this thesis.

4.3 Tracking with Gabor Wavelet Networks

In this section we will give details about the tracking system. This system is strictly appearance-

based and is realized as described in Definition 6.

Recall for a moment Section 2.6: There, a GWN(	;w) was interpreted as a superwavelet	n: 	n(x) = NXi=1 wi ni(SR(x� 
)) ; (4.1)

whereN is the number of wavelets used andn is the parameter vector of the superwavelet.

The introduction of the termsuperwavelethad the advantage that the GWN(	;w) could be

understood as a single wavelet and could consequently be deformed accordingly by optimiza-

tion of the superwavelet parametersn:E = minn kg � 	nk22 : (4.2)

The operator
P as introduced in in Section 2.6 was defined asPf : L2(R2) 7�! R5 (4.3)g �! n = (
x; 
y; �; sx; sy) ;
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and computed the vectorn that minimizes the energy functionalE of the above equation be-

tween the input imageg and the superwavelet	n.

This technique can be enhanced for gray-value image sequencesJt. In this case, (4.2) can

be rewritten as E = minnt kJt �	ntk22 : (4.4)

In other words, nt = P(Jt) ; (4.5)

so that for frameJt at time stept the superwavelet	nt is optimized with respect to the energy

functional (4.4). As explained above, good initializationis needed, and the better the initializa-

tion, the faster the convergence. In this tracking approach, nt�1 is taken to be the initial value

for nt. Therefore, as argued above,nt�1 can be considered as good initial values if the temporal

sampling rate is high enough.

In other words, the superwavelet	n is used as a template, and the minimization procedure

finds the best “fit” of this template to the input image. In eq. (4.1), the pair(	;w) was inter-

preted as a superwavelet. The numberN of wavelets is given here by the size of the wavelet

family 	. However, one can replace theN in eq. (4.1) by anyM with 1 � M � N . As shown

in Section 3.2, this allows variation in the precision of thetemplate that is used for tracking.

DecreasingM results into a speedup of the minimization process, as well as in an error sur-

face that has fewer, broader, and more shallow minima. We realized the progressive attention

scheme by controlling the numberM of wavelets used.

The progressive attention principle assumes that for each number of filtersM , theM most

important wavelets are selected from the set ofN wavelets in the wavelet family. The order

of importance clearly depends on the given task. In this chapter, the task is appearance-based

visual tracking on the basis of a given template. The order ofimportance is therefore given in

this case by the ability of the wavelets to minimize the energy function (4.4). This was already

explained in Section 3.2. We have found that the wavelets that minimize the energy function

(4.4) best also minimize the energy function (2.23) best. Wetherefore define their order of

appearance by their ability to minimize the energy function(2.23).

It should be pointed out that the minimization in eq. (4.4) isable to converge stably only

when all face features are visible. Otherwise, background may easily cause failure of the mini-

mization process.
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4.4 Experimental Results

In this section we will present and discuss experiments on affine face tracking with GWNs.

This will accomplish three things:

1. It will show that the proposed tracking method works in principle.

2. It will allow us to discuss the progressive attention principle, and will show how tracking

precision varies with a change in the numberM of filters.

3. It will allow us to discuss how stable our proposed tracking is when we use the active

vision approach. As explained above, the active vision approach implies the ability to

use, at each time stept, a novel camera imageIt and a present statest�1 to estimate the

new statest. A stable algorithm has to be able to cope with large state differences.4.4.1 Testing Tra
king on Various Image Sequen
es
In this subsection we test the proposed approach on various test image sequences. All these

test sequences show a person in motion. The face of the personis always visible and always

more or less frontal to the camera so that the facial featuresare always visible. The experiments

were carried out on off-line standard encoder test sequences such as “salesman”, “claire” or

“miss america”, and also on on-line image sequences. To record theon-line image sequences,

our active face tracker [Krügeret al., 1999] was used.

For tracking in the off-line sequences, the GWNÎ16 of Fig. 2.4 was used as a superwavelet.

This GWN contains 16 Gabor wavelets.

For the on-line tests we used networks with 14 wavelets that were trained on a face image

of the tracked person.

Example frames from the tracking results on the salesman sequence are shown in Fig. 4.1.

The white boxes in the images denote the detected position, orientation and scale. Ideally, the

white box should always frame the inner region of the face. Itcan be seen in some examples in

Fig. 4.1 that the white box is too large, which indicates “incorrect” estimated state parameters. It

can also be seen that “incorrect” estimated states did not cause the tracking to fail; the tracking

was successful throughout the entire test sequence. “Incorrect” state estimation occurs here

because the set of wavelets used is small and because the wavelets were optimized on a different

face. The term “incorrect” is used here in quotation marks; “imprecise” is the term that should

have been used instead. What is observed here is the principle of progressive attention: The
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Figure 4.1. These images show (top left to bottom right) frame 11, frame 50, frame 120 andframe 137 of the salesman sequen
e.
algorithm converged toward the correct minimum, but stopped too early, as the minimum was

too shallow.

The experimental results on the other off-line test sequences are similar and are omitted

here. The images in Fig. 4.2 show tracking results on an on-line sequence. It can be seen that

the white box, again marking the inner face region, is positioned very precisely in this example.

The reason is that the GWN was trained on the face of the tracked person. In this example a

GWN with 14 wavelets was used.
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Figure 4.2. These images show snapshots of an on-line experiment.4.4.2 Evaluation of Tra
king Pre
ision
In this subsection we discuss how the tracking precision depends on the numberM of

wavelets used, so that we can quantify the progressive attention principle. For this purpose

we recorded an image sequence of a person who is sitting in front of a computer. The video

camera that is used for recording the images is positioned onthe computer monitor. Sample im-

ages are shown in Fig. 4.3. The image sequence has a length of 18 seconds, i.e., 450 images. A

GWN with 116 Gabor wavelets was trained on the face of that person. In order to investigate the

progressive attention principle of our tracking approach,GWNs were used that contained only

the largest 8, 9, 12, 14, 24 and 33 wavelets, sorted accordingto decreasing normalized weight.

Remaps of these GWNs are shown in Fig. 4.4. In the experimentspresented here, we wanted

to find out how precisely the parameters of the superwavelet can be found when the number of

wavelets in the superwavelet is varied. To do this we used these six GWNs as superwavelets
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Figure 4.3. These �gures show sample images from the test sequen
e used in this subse
tion.This sequen
e was used to investigate the progressive attention prin
iple of our tra
king ap-proa
h. Shown (left to right, top to bottom) are images 10, 64, 175, 219, 254, 307, 335, 356and 382.
Figure 4.4. The �gures show remaps of the GWNs used in this experiment. These GWNs
ontain, from the left, 116, 33, 24, 14, 12, 9 and 8 wavelets.
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and showed how precisely the superwavelet parameters can befound with each of the six small

GWNs. For clarity we reduce our presentation to the estimation of the superwavelet parametersx-position,y- position, and orientation�.
First, we used the large GWN with all 116 Gabor wavelets to estimate a “ground truth”, i.e.

the best possible parameter estimation. For the estimationof this “ground truth” full-resolution

images were used. The estimation is consequently relatively slow and runs at approximately 1

Hz. The “ground truth” will be denoted in the graphs in Figures 4.5 through 4.10 by the dashed

line. In these figures it can be seen that thex-position of the face in the sequence images varied

from� 100 to� 300 (in pixel coordinates), they-position varied from� 135 to� 160, and the

angle� varied from� �20Æ to� 30Æ. In all the graphs, thex-axis indicates the frame number

and they-axis indicates the estimation results for thex-, y-, or�-parameter. The frame numbers

indicated in the caption of Fig. 4.3 are related to the frame numbering of thex-axis. An upright

head is indicated by� = 0. The head is positioned initially (frame number 1) at image positionx = 233 andy = 137.

We used six GWNs with varying numbers of Gabor wavelets to estimate the superwavelet

parametersx-position,y-position and angle�. The estimation results are shown in the graphs

in Figures 4.5 through 4.10 as a solid line. In the graphs in Figures 4.5 and 4.6, the estimates of

thex-position are shown for the six GWNs. In the graphs in Figures4.7 and 4.8, the estimates

of they-position are shown for the six GWNs. Finally, the graphs in Figures 4.9 and 4.10 show

the six estimates of the angle�. In all the graphs it can clearly be seen that the more wavelets are

used the less noisy the estimated parameters are. For the large GWN with 33 Gabor wavelets,

the estimation results are close to the “ground truth”. In the top graph in Figures 4.5, 4.7,4.9,

tracking results with just 8 Gabor wavelets are shown. At approximately frame 330, the tracking

failed, as can be clearly noticed in the graphs.4.4.3 Robustness of the Tra
king Approa
h with Respe
t to Obje
t Speed
In order to calculate the robustness of the approach with respect to speed variations, we

calculated the visible speed of the head from the estimated “ground truth” from the previous

subsection. The displacement of the tracked object betweentwo successive frames (speed) is

given here as the sum of squared differences (SSD) between the estimated head positions in

the two frames: If par(t; x) and par(t; y) denote the estimatedx- andy-position parameters for

framet then the SSD(t) for framet, is given by

SSD(t) =p(par(t; x)� par(t� 1; x))2 + (par(t; y)� par(t� 1; y))2 : (4.6)
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Figure 4.5. These �gures show the 
hange in the x dire
tion. The solid line is the ground truth.The dotted lines are the estimated results with 8 (top), 9 (
enter), and 12 (bottom) wavelets.The x-axis indi
ates the frame number, the y-axis the estimated x 
oordinate.
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Figure 4.6. These �gures show the 
hange in the x dire
tion. The solid line is the groundtruth. The dotted lines are the estimated results with 14 (top), 24 (
enter), and 33 (bottom)wavelets. The x-axis indi
ates the frame number, the y-axis the estimated x 
oordinate.
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Figure 4.7. These �gures show the 
hange in the y dire
tion. The solid line is the ground truth.The dotted lines are the estimated results with 8 (top), 9 (
enter), and 12 (bottom) wavelets.The x-axis indi
ates the frame number, the y-axis the estimated y 
oordinate.
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Figure 4.8. These �gures show the 
hange in the y dire
tion. The dashed line is the groundtruth. The solid lines are the estimated results with 14 (top), 24 (
enter), and 33 (bottom)wavelets. The x-axis indi
ates the frame number, the y-axis the estimated y 
oordinate.



68 CHAPTER 4. PROGRESSIVE ATTENTION FOR REAL-TIME TRACKING

-30
-20
-10

0
10
20
30
40

50 100 150 200 250 300 350 400 450

angle
angle-groundtruth

-30
-20
-10

0
10
20
30
40

50 100 150 200 250 300 350 400 450

angle
angle-groundtruth

-30
-20
-10

0
10
20
30
40

50 100 150 200 250 300 350 400 450

angle
angle-groundtruth

Figure 4.9. These �gures show the 
hange in the � dire
tion. The dashed line is the groundtruth. The solid lines are the estimated results with 8 (top), 9 (
enter), and 12 (bottom)wavelets. The x-axis indi
ates the frame number, the y-axis the estimated angle �.
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Figure 4.10. These �gures show the 
hange in the � dire
tion. The dashed line is the groundtruth. The solid lines are the estimated results with 14 (top), 24 (
enter), and 33 (bottom)wavelets. The x-axis indi
ates the frame number, the y-axis the estimated angle �.
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The object displacements for each frame of our test sequenceare plotted in the top graph in Fig.

4.11. In the plot one can see how much time the tracker needed to compute each new state. As

mentioned above, we use the same Levenberg-Marquardt (LM) method for the computation of

each statest as we used for finding optimal wavelets. The number of evaluation steps of the LM

method depends on the distances of the initial value from thelocal minimum. The bottom graph

indicates that the LM method needed only two cycles most of the time. Of course, a higher

number of cycles indicates a slower tracking speed. The bottom graph in Table 4.11 shows

the number of cycles for GWNI14, but the results were similar for all other tested GWNs. In

order to relate the number of cycles to a “real” speed, given in milliseconds, the reader should

refer to Fig. 4.12. In this graph, the approximate computation speed per LM cycle, given in

milliseconds, is plotted with respect to a variable number of Gabor wavelets. The speed was

computed on a 450 MHz Linux Pentium.

Clearly, this plot should increase monotonically. Internal micro-processor architecture,

cache, and compiler optimization, however, resulted in a not strictly monotonic curve.

4.5 Discussion and Conclusions

In this chapter we have shown how GWNs can be used for affine real-time face tracking.

For this we exploited several principal advantages of GWNs:

1. GWNs have the advantage that they can be arbitrarily translated, rotated, scaled and

sheared. This is because GWNs are given by a discrete linear combination of contin-

uous Gabor wavelets. By following the active vision principle, for tracking at each time

step we used solely the actual state of the system and a novel live image to compute the

new system state. We have shown using various test image sequences that this approach

works satisfactorily.

2. By following the progressive attention principle we varied the number of wavelets that

were used to describe the face. When fewer wavelets are used,the tracking becomes

imprecise; when more are used, the tracking becomes more andmore precise.

3. Finally, we have discussed how the tracking speed changeswith the number of wavelets

used. We have argued that the evaluation time increases withthe number of wavelets that

have to be computed. Also, we have investigated how many gradient decent cycles the

tracker needed for the sample image sequence.

The results with respect to this last point are difficult to generalize because
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Figure 4.11. The top �gure indi
ates the speed of the head as estimated by the GWN with133 Gabor wavelets. The x-axis indi
ates the frame number, the y-axis the sum of squareddi�eren
e (SSD) in position between two su

essive frames. Higher values indi
ate higherdi�eren
es. The bottom graph shows the speed for dete
tion of state st from state st�1 andthe novel image It. Lower values indi
ate higher speed. The graphs were 
omputed with Î14,but they look similar for all other Î .
1. exact timing results depend heavily on the underlying hardware and operating system;

2. we have presented computational results only for one image sequence. Even though all

the other test sequences we have used led to similar results,it is still not possible to draw

any generally valid conclusion.

The bottom graph in Fig. 4.11 shows that the tracker usually needed between two and four

cycles for the computation of each new parameter vectornt. For a wavelet network with 14

wavelets this resulted into a speed of between 10 and 20 frames per second on a 450 MHz Linux
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Pentium. For some frames the speed was much slower. In these situations, either the number

of wavelets in the network could have been reduced, resulting in a speedup, in order to assure a

frame evaluation in real time; or the tracking would have failed. At frame-number� 280, even

with as few as 10 wavelets, the computation time would have exceeded 280 ms, which would

have caused the tracking system to fail. How the number of cycles can be controlled better, in

order to keep the probability of tracking failure low, couldbe subject of further research.



Chapter 5

Image Coding for Automatic Face

Recognition

As we have already explained in the introduction and in Chapter 4, how image and object infor-

mation should be encoded is a major question. This question is the subject of extensive research

in computer vision and robotics, and is still notoriously difficult to answer. How effectively the

image data is exploited by the representation in order to fulfill the given task depends on the

encoding scheme. Also, the image representation determines the distance measurements and

the efficiency of successive processing steps. In other words, the image representation provides

a “handle” on the image information: The relevant image information is contained somewhere

in the image, and it is the image representation that allows the relevant information to be selec-

tively extracted from the image. The termrelevantdepends on the specific task.

In this section, we will do two things:

1. We will show how Gabor Wavelet Networks can be used to distinguish between different

objects. In this connection, we will take the problem ofautomatic recognition of faces

as a challenge. Below we will present an introduction to the terminology used and major

problems involved in face recognition.

2. We will use this application to illustrate

(a) how image data is represented,

(b) how unique the representation is to each represented object, and

(c) how and to what extent generalization can be achieved.
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Automatic recognition of faces is a challenge because the variety of possible images of a

single person is huge:� A face may be imaged from different viewpoints,� it may be illuminated by different light sources in different directions,� it may appear differently because of beards, glasses and hairstyles, and� most importantly, facial appearance varies considerably because of facial expressions and

age.

Given a facial image, an automatic face recognizer either has to output the correct iden-

tity of the individual in the image or reject the person as “unknown to the system”. A face

recognizer has a stored set of face images of different individuals that defines itsknowledge.

Each stored individual is encoded according to a predefined encoding scheme. When a new

face image is input to the recognizer, the image is encoded and compared to each of the stored

individuals. The recognizer then identifies or rejects, based only on its knowledge, the per-

son in the image. The ability of the recognizer to cope with all possible face variations while

avoiding mis-identifications clearly depends on the image representation and encoding scheme.

Different face recognition approaches [Brunelli and Poggio, 1993; Cooteset al., 1998; Edelman

et al., 1992; Moghaddam and Pentland, 1997; Turk and Pentland, 1991; Wiskottet al., 1997;

Belhumeuret al., 1997; Zhaoet al., 1998] differ mainly in the image representation that they

use. Examples of these are various versions of principal component analysis (the Karhunen-

Loeve transform) [Turk and Pentland, 1991; Moghaddam and Pentland, 1997; Edelmanet al.,

1992; Cooteset al., 1998; Belhumeuret al., 1997; Zhaoet al., 1998], the Gabor jet represen-

tation [Wiskottet al., 1997], or a feature-based representation [Brunelli and Poggio, 1993]. In

this chapter we will discuss the capabilities of GWNs as an image representation and coding

scheme. In Chapter 2 we gave an extensive introduction to GWNs: We gave the relevant defini-

tions and distance measurements, and we gave an extensive discussion of the advantages of the

GWN representation over other object representations. These advantages will now be studied

for face recognition purposes, and it will be verified step bystep that GWNs can satisfy the

invariance requirements stated above.

We will begin in Section 5.1 with an introduction, includingfoundations, preliminaries, and

important terms. We will then give an overview of related work in Section 5.2. In Section 5.3

we will investigate evaluation topics.

Existing face recognition systems [Brunelli and Poggio, 1993; Cooteset al., 1998; Edelman

et al., 1992; Moghaddam and Pentland, 1997; Turk and Pentland, 1991; Wiskottet al., 1997;
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Belhumeuret al., 1997] propose different solutions to the problems of viewpoint, illumination,

expression, etc., and a natural concern is the overall performance of these systems. Although

each researcher has reported recognition results for his system, the results depend heavily on

the chosen test set of face images, and cannot be regarded as abasis for comparison of the

approaches. Indeed, the selection of the particular collection of faces on which to carry out tests

is probably the greatest source of variability, yet it is theleast relevant one. The FERET database

[Phillips et al., 1998] may eventually provide a standard, but is only now becoming widely

available, and it does not claim to test recognition over a comprehensive set of transformations.

In order to avoid these difficulties we will use the Yale Face Database as a fixed face image

database for our discussion. Other databases, e.g., the Manchester face database, have also been

used in our experiments and have confirmed the results that will be presented. The images will

not be preprocessed, unless stated otherwise. This will allow us to do several things:

1. It will allow us to investigate how images are encoded and what image data is encoded.

This will allow us to avoid erroneous conclusions about the properties of the representa-

tion.

2. It will allow us to directly compare the various image representation approaches and

encoding schemes, as results obtained on this database using other approaches are known

[Belhumeuret al., 1997].

5.1 Foundations and Preliminaries

In this section we will give an introduction to the foundations, terminology and methods of

machine-based face recognition. The terminology sometimes varies between authors. We will

use the terminology introduced in [Phillipset al., 1998].

In machine-based face recognition, we basically deal with two sets:

1. A gallery setG is a set of known individuals. More formally, agallery G is a set of

image sets. Each image set inG is associated with a specific individual and consists of

all possible face images of that individual, including all the variations mentioned above

(pose, illumination, expression, etc.).

This definition implies that each set inG is very large. In practice, a small set of represen-

tative images of each individual is used, and the missing examples have to be interpolated.

How well the missing examples can be interpolated depends onthe choice of the image

representation.
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2. A probe setU is a set of images of unknown persons. Theprobe imagesin the probe set

are presented to the recognition system and are to be identified or rejected.

We say that “a probe is in the gallery” when there exists a set in the gallery in which the

probe image is contained. The person in the probe image is then identified to be the individual

associated with that particular gallery set.

We mentioned above that ideally the gallery sets should be very large. In order to cope with

this potentially large set size, image representations areused that are invariant with respect to

the possible image variations. If we could imagine an image representation that wasperfectly

invariant with respect to these variations, each set could consist of a single image, encoded using

that representation. In this sense, each image set in the gallery is mapped by the representation

into a single, specially coded image.

During the “optimization phase” of a face recognition system, the gallery images are coded

using the system’s image representation. As just mentioned, in the ideal case the representation

would project every image of a given individual onto a singleimage. Therefore, instead of

needing to encode every image in each set, a single image fromeach set may be sufficient. This

means that for each individual who is known to the system, only a single image would need to

be supplied.

In practice, however, the assumption of perfect invariancedoes not hold. Some represen-

tations have invariance properties with respect to some types of variation, but do not show any

invariance to other types of variation. Therefore, a largerset of images per person may be

needed. We will give some examples of this in the next sectionwhen discussing related work.

During the “matching phase”, a probe image is input to the recognizer. The recognizer

encodes the probe image using the same representation as wasused for the gallery images. A

distance measure, specific to the image representation, canthen be calculated to determine the

differences between the probe image and the gallery images.These differences are used to

decide on identification or rejection.

Three different types of automatic face recognition problems exist:� the closed-universe recognition problem,� the verification problem, and� the open-universe recognition problem.

In aclosed universe, every probe is contained in the gallery, i.e. every probe person is known

to the system:U \ �SG� = U . The closed-universe recognition problem is the problem of

identifying the individual in the probe image, assuming that the probe is in the gallery.
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For effective performance evaluation of closed-universe recognition, the question is not al-

ways whether the top match is the correct match. Instead, thequestion of whether the correct

match is one of the topN matches provides an indication of how many images have to be exam-

ined in order to get the desired recognition performance. The quality of the representation and

recognition results can be measured by considering the topN matches. The trade-off between

the size ofN and the fraction of the times that the correct face is included in the topN matches

measures the performance of the system.

The verification problemis usually considered as anopen-universeproblem. In anopen

universe, some probes may not be included in the gallery, i.e. some probe persons may not be

known to the system:U \SG 6= U . For verification, a probe image and an identity are given

as inputs to the system. The identity is assumed to refer to a gallery face. The system now has

to verify whether the identified individual is the same as theone in the probe image.

The degree of similarity between the gallery image and the probe image is used to decide

on recognition or rejection. A threshold for the similaritymeasure is usually given in advance

by hand, or can be learned during a training phase of the system. A higher threshold makes

the system more conservative. In this context, one speaks offalse negativesandfalse positives.

False negativesare probe faces that do indeed correspond to the correct identity, but are still

rejected because of a threshold that is too high.False positives, on the other hand, are probe

faces that are accepted as having the supposed identity eventhough they do not. This occurs

when the threshold is too low. Clearly, one wants to minimizefalse positives as well as false

negatives. In real verification systems acceptance bounds are usually set conservatively, and a

user may be asked to alter his pose or expression if the verification fails. If the user is indeed the

person he claims to be, the verification system will eventually decide correctly, possibly after

several (false) rejections.

Another problem model is theopen-universe problem, which is defined with respect to an

open universe. As in the closed-universe problem, a probe image is input tothe recognition

system. Here, however, the probe person need not be known to the system. An open-universe

recognition problem can be solved by solving averification problem. The system tests, for

each face in the gallery, the hypothesis that the probe face is the same as the hypothesized

gallery face. Again, careful selection of the similarity threshold is important in keeping the

false positive and false negative rates low.
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5.2 Principles of Automatic Face Recognition and Related Work

Various approaches to automatic face recognition exist. The currently best-known ap-

proaches are based on principal component analysis (PCA) and bunch graphs. Other ap-

proaches, such as ones in which recognition is based on the geometry of local face features

[Brunelli and Poggio, 1993], are recognized to be less capable. In the following two subsec-

tions we will describe the two best-known approaches.5.2.1 Prin
ipal Component Analysis
One of the best-known image representation approaches usedfor object and face recognition

in computer vision is principal component analysis (PCA) [Jolliffe, 1986; Turk and Pentland,

1991; Sirovitch and Kirby, 1987; Murase and Nayar, 1995]. PCA is also known as theKarhunen

Loeve Transform[Loeve, 1955; Kirby and Sirovich, 1990]. PCA has been particularly success-

ful in face recognition and has received considerable attention in this context.

Formally, PCA is defined as follows: Letfx1; : : : ;xNg be a set ofn-dimensional gallery

images. We want to define a linear, orthonormal mappingW 2 Rn�m from then-dimensional

image space into anm-dimensional feature space, withm < n. UsingW , a new feature vectoryk 2 R can be calculated for each imagexk:yk =W Txk ; k = 1; : : : ; N : (5.1)

The covariance (scatter) matrixC is defined asC = NXk=1 �xk � ���xk � ��T ; (5.2)

whereN is the number of gallery images and� 2 Rn is their mean image. From eq. (5.1) one

sees that the covariance (scatter) matrix of the new featurevectorsfy1; : : : ;yNg isW TCW . In

PCA the linear mappingWPCA is chosen such that the covariance matrix of the feature vector

is a diagonal matrix and that the determinant ofW TCW is maximized:WPCA = argmaxW ���W TCW ���= �w1; : : : ;wm� : (5.3)

The setfw1; : : : ;wmg is the set ofn-dimensional eigenvectors of the covariance matrixC
that correspond to them largest eigenvalues. The eigenvectors have the same dimensionality as

the sample images; they are therefore often referred to as eigenpictures [Sirovitch and Kirby,

1987] or eigenfaces [Turk and Pentland, 1991].
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The use of PCA for automatic face recognition has been very successful. However, its

theoretical foundations are not really clear:

1. PCA is a linear transform. Using PCA for face recognition assumes that the space of face

images is a linear space, i.e. it is assumed that the variations in facial images caused by

different expressions and different individuals form a linear space. This assumption is

empirically justified, at least to some extent, by the success of PCA [Crawet al., 1999].

2. PCA is known to be variant with respect to affine deformations. Consequently, the gallery

has to be normalized such that the face features are co-located in a common coordinate

system in order to be comparable. Still, it is a major drawback that eigenfaces not only

encode inter-class variations that are useful for recognition, but also intra-class variations

(e.g. expression), which include information that is unwanted for recognition. How to

separate inter-class from intra-class information is not clear.

3. Variations between images are often due to illumination changes [Moseset al., 1994].

The matrixWPCA then contains eigenfaces that are due to lighting variations. A conse-

quence is that the points in the projected space are not well clustered, or even worse, the

classes are smeared. An often proposed method of reducing variations due to lighting

is to discard the three most significant principal components [Moseset al., 1994]. But

the hope that these eigenvectors capture solely variationsdue to lighting is unlikely to be

fulfilled; other important information, that is vital for discrimination, may be lost also.

As a consequence, PCA gives its best results when the galleryimages and probe images are

aligned in a one common coordinate system, when the images donot show facial expressions,

and when the lighting is controlled. PCA results degrade severely when the images are not

aligned, and it degrades moderately with expression and illumination variations [Phillipset al.,

1997; Phillipset al., 1998].5.2.2 Elasti
 Bun
h Graph Mat
hing
Elastic bunch graph matching is based on Gabor wavelets [Daugman, 1988; Wiskottet al.,

1997; Krügeret al., 1996; Maurer and von der Malsburg, 1995]. The underlying idea is that

a face (or, more generally, an object) is represented by a setof specific, meaningful feature

points. Each of these feature points is described by ajet (see Section 2.7), which is a set of filter

responses of 40 complex Gabor filters that are applied at thatpoint. Thus a jet describes a local

neighborhood of gray-values around a feature point. The filter set is fixed and usually (but this
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may vary) contains Gabor filters that have eight different orientations and five different central

frequencies.

For gallery images, relevant feature points can be selectedby hand; for probe images, the

corresponding feature points have to be found automatically. The highly redundant represen-

tation makes the search for these feature point inefficient [Wiskott et al., 1997]. On the other

hand, no normalization with respect to the facial features is needed, either for the encoding of

the gallery or for the matching process. Furthermore, the use of Gabor functions ensures that

the representation is somewhat invariant with respect to illumination changes. The similarity

function [Wiskottet al., 1997]Sa(J ;J 0) = Pj aja0jqPi a2jPj a02j (5.4)

is defined to be the normalized magnitude of the filter responses. In the above equation,J andJ 0 refer to different jets, andaj anda0j to their magnitudes.

5.3 Representing Faces with GWNs for Automatic Recognition

In the following sections we will discuss various aspects ofautomatic face recognition with

GWNs. First of all, we will explain in detail how the recognition should be done. Therefore, in

this section we will give some details about the general procedure for automatic face recognition

with GWNs. Then, in the following sections, we will systematically evaluate the properties and

dependencies of GWNs with respect to

1. facial expression and other variations such as glasses,

2. illumination variations, and

3. affine deformations.

The idea underlying matching with GWNs is that a GWN(	;w) that is optimized for a

particular personf appears to be very specific to that individual. A different image of the same

person can be represented by a GWN(	;w0), in which the family of wavelets	 is the same,

but the weight vectorw0 is recalculated. But for any other individualg, it appears that the GWN

that was optimized forf is not a good representation. When trying to reconstructg using the

wavelet family	, a new weight vectorw00 can be found, but the reconstruction according to

eq. (2.24) is far from being acceptable. An example is shown in Fig. 5.1. The left image

shows the reconstruction of the face imagef on which the GWN(	;w) was optimized. The
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center image shows the same individual with a different facial expression, represented with the

wavelet family	 and the newly calculated weight vectorw0. The right image shows another

face imageg represented with the GWN(	;w00). All weight vectorsw0 andw00 were chosen

optimally according to Section 2.4. These images show that for the new imageg, no vectorw00

Figure 5.1. The left image shows the original fa
e, represented with an optimized GWN. The
enter image shows the same person, but with a \smile" expression. The right image showsa di�erent individual, represented with the same GWN used for the �rst two images. We seethat the new individual 
annot be represented well by a GWN that was optimized for the �rstindividual.
can be found that gives a reconstruction as good as those shown for the original individualf
(left image) or for the original individual with a differentfacial expression (“happy”) (middle

image). This shows that the wavelet family	, since it is optimized for an individualf , is very

specific tof . Therefore, when we say below that a GWN(	;w) is specific to a person, we

mean that the wavelet family	 is very specific to that particular person, and we ignore the

specificity ofw.

Since, as seen in Fig. 5.1, GWNs are very specific to the persons they are optimized on, it

seems reasonable that to find out whether the probe imageg shows the person in gallery imagef , we can apply the GWN of the face inf to the face ing; the quality of the reconstruction will

determine whether or not the two images show the same person.

In summary, our matching strategy consists of three steps:

1. Encoding each of the gallery images with a GWN,

2. encoding a probe image with each GWN in the gallery, and

3. successive comparison of the probe image with each of the gallery images.
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oding of the Gallery
In the first step, the gallery images are encoded. Above, we introduced the termgallery

in the strict sense, as a set of image sets each of which contains all possible face images of

a specific individual. LetG = fFiji = 1 : : : ng. Each setFi contains all possible images of

individualFi. We would like to consider the mean face ofFi as a representative of that set. It

has been found [Cooteset al., 1998; Moghaddam and Pentland, 1997; Vetter and Blanz, 1998]

that the mean face does not show any expression or illumination effects. However, since we

cannot calculate the mean face, we simply take the image of personFi that shows a “normal”

facial expression, i.e. no expression, and normalize the lighting conditions. We therefore rewrite

the above definition ofG as containing the set of mean faces:G = ff1 : : : fng, wherefi now

refers to the mean face of a specific person.

For each imagefi 2 G = ff1; : : : ; fmg, a GWN(	;w)fi = (	i;wi) is optimized and

stored. Each individual is thus represented by a specific GWNin the galleryG 0: G 0 = f(	1;w1): : : (	m;wm)g. Each GWN(	i;wi) is considered to be the representation of the individualfi.
The GWNs are optimized as explained in Chapter 2.5.3.2 En
oding the Probe Image

In order to recognize the person in the probe imageg, that image needs to be encoded using

each GWN in the gallery. If there is a GWN that allows a good representation of the probeg, that GWN identifies the person ing. If there is no such GWN, the probeg is rejected as

unknown.

In order to represent a probeg using a Gallery GWN(	i;wi), the operatorsP andT are

employed; both were introduced in Chapter 2. The operatorP is used to reparameterize (warp)

the given GWN(	;w) onto the face image in the probeg. The operatorT is used to calculate

the optimal set of weightsw0 for the particular family of wavelets	.

First, the operatorP is applied, in order to reparameterize (warp) the GWN(	i;wi) to fit

the face in probep: n = P	i(g) ; (5.5)

wheren is the new affine parameter vector of the Gabor superwavelet	in. To fit the net to the

unknown face, the GWN is deformed affinely. Other variationsare not considered.

We have argued above that before recalculating the weights with the operatorT , a good

reparameterization of the GWN is of vital importance. If theprobe image contains the face

of the individualfi, we can be sure that the reparameterization with the network(	i;wi) will
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be successful. In our experiments, the optimal set of parameters was found in100% of these

cases. In situations where the images are different, it may happen occasionally that the operatorP converges to the wrong minimum. However, in our experimentsconvergence was correct in

85% of the cases. The optimality of the reparameterization values was judged by examining

images like those in Fig. 5.5, top row, which shows differentindividuals with superimposed

marked positions of the first 16 wavelets of the reparameterized GWN.

Second, the operatorT is applied, in order to calculate the new weight vectorw0 that is

optimal (with respect to the reparameterized Gabor superwavelet	in) for the probe imageg:ĝ = T n	i(g) ; (5.6)

whereĝ denotes the reconstruction ofg with respect to the reparameterized superwavelet	n offi and the optimal weightsw0.
In summary, the steps are:

1. optimal reparameterization of the GWN using the positioning operatorP	,

2. calculation of the optimal weights for the optimally reparameterized GWN by using the

projection operatorT	.

This can be written concisely as ĝ = T P(g)	 (g) : (5.7)

The time required to evaluate operatorT P(g)	 is the sum of the evaluation times of the operatorsP andT . The operatorP was already shown to be usable for tracking, i.e. its evaluation time

is less than one second. The operatorT requires a single matrix multiplication, which lies in

the range of milliseconds.5.3.3 Comparing the Gallery Image with the Probe Image
Let (	;w) be the GWN of imagef . The composite operatorT P	 of eq.(5.7) leads to an

image ĝ that is very similar tog iff g is well characterized by that GWN. This means that

(5.7) is approximately the identity iffg � f or g = 0� (images are assumed to be DC-free).

Assuming, without loss of generality, thatg 6= 0, we can write the following: If(	;w) is the

GWN of imagef , then T P(g)	 (g) = ( ĝ � g iff g � fĝ 6= g iff g 6= f : : (5.8)

Using eq. (5.8) it is straightforward to define twosimilarity measures:�This is the trivial case where all weights are zero.
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1. Euclidean distance d2	(f; g) = kT P(g)	 (f)� T P(g)	 (g)k2 : (5.9)

2. normalized cross correlationd
	(f; g) = T P(g)	 (f) � T P(g)	 (g)� T P(g)	 (f) T P(g)	 (g)q
VAR

�T P(g)	 (f)� VAR
�T P(g)	 (g)� ; (5.10)

where� denotes the pixelwise product,� denotes the mean and VAR(�) the variance.

Let us take a closer look at the two distances. The distance measured2	(f; g) is defined to

be the sum of the pixelwise squared differences between the two images. The first image is the

wavelet representation of the gallery imagef that has been warped onto the probe imageg (see

Fig. 2.11), with theoriginal weight vectorw of gallery imagef :f̂ = T P(g)	 (f) : (5.11)

The imagef needs to be warped onto the imageg so that the face features are aligned in a

common coordinate system. This is important later for the pixelwise comparison.

The second image is the wavelet representation of the probe imageg with respect to the

GWN of the gallery imagef and with the new weight vectorw0. This image is given byĝ = T P(g)	 (g) : (5.12)

The distanced2	(�; �) is then defined asd2	(f; g) = kf̂ � ĝk2= kT P(g)	 (f)� T P(g)	 (g)k2 : (5.13)

Clearly, the more similar the two imageŝf andĝ are, the smaller is the distanced2	.

In Fig. 5.2, examples are shown: the imageÎ = T P(J)	 (I) of eq. (5.11) (left) and the imageĴ = T P(J)	 (J) of eq. (5.12) (right).	 is the GWN optimized for imageI. The distanced2	 is

the sum of the squared differences between the two images. Inthe ideal case where the probe

imageJ is the same as the gallery imageI, thed2 distance is zero. If the probe imageJ is

derived from the same person as the gallery imageI, in general thed2 measure is small.

The distance measured
	(f; g) is defined to be thenormalized cross correlationbetween the

two imagesf̂ and ĝ, normalized with respect to the means and the variances of both images:
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Figure 5.2. These two images show the original image I , warped onto the image J , T P(J)	 (I)(left), and the result of the operator applying T P(J)	 (J) to the image J . The distan
e d2	(I; J)between images I and J is de�ned to be the sum of squared di�eren
es between these twoimages and the distan
e d
	(I; J) is de�ned to be their normalized 
ross 
orrelation. The GWN	 is optimized on image I .
The mean is discarded and the variance is normalized to 1. Thenormalized cross correlation

has the property �1 � d
	(f; g) � 1
for all imagesf ,g. The closerjd
	(f; g)j is to1, the more similar the images are.

The two distance measuresd2 andd
 in the above equations calculate the differences based

on the pixel values of the remap. This is inefficient, as the GWN results in a data reduction

that allows us to represent each image by a small set of weightsw. It is possible to calculate

the difference measures based solely on the weight vectorsv andw. As mentioned above, the

operatorP has the effect that the two imagesf andg are aligned. This means that both images

can be represented using thesamewavelet family, only the weights are different. Starting from

the GWN(	;v) of imagef , we end up with the two GWNs(	;v), and(	;w) that representf andg; a new weight vectorw is derived with the operatorT . This means that eq. (5.13) can

be rewritten: d2	(f; g) = kf̂ � ĝk2= k NXi=1 vi i � NXj=1 wj jk2 : (5.14)
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Comparing this withd� in eq. (2.49), one sees thatd2	 can be simplified for the specific wavelet

family 	 so thatd2	 can be calculated directly with the weightsw andv, usingd	:d2	(f; g) = (v �w)t �	i;j� (v�w) ; (5.15)

with
�	i;j� = h i;  ji, as above. This allows us to calculate the distanced2 solely from the

weights, and it avoids the need for explicit reconstructionand a pixelwise comparison.

Like d2 , the measured
 can be calculated on the basis of the weights only:d
	(f; g) = vt �	i;j� wqvt �	i;j� vqwt �	i;j� w (5.16)

As we will see in the next section, these two distance measures allow face recognition rates

of up to96%.

5.4 Recognizing Faces Independently of Expression Variations

In the previous section we presented a general procedure forrecognizing faces with GWNs

As mentioned there, each GWN is used as a representation of the set of all possible face images

of a specific individual. The ability of the GWN to represent all the images in that particular

set, in addition to itsinability to represent any image in another set, makes it feasible to use the

GWN for unique representation of image sets, and so for recognition of faces. In this sense, the

GWN is taken to represent an invariance property of the images within a specific set, such that

this invariance is not a property of any other image set. If GWNs are taken to uniquely identify

images of a certain person, we have to verify the invariance of the GWN with respect to (see

also the beginning of Chapter 5):� facial expression,� illumination, and� pose.

Pose variations can be compensated if the variation in appearance can be modeled by an affine

deformation, as discussed above. Illumination variationswill be discussed in the next section.

In this section will verify the invariance of the GWNs with respect to facial expressions. The

following section will give an overview of different approaches to image coding that have been

successfully used for face recognition and will discuss their invariance properties with respect

to facial expressions. We will conclude this section with experimental results.
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kground and Related Work
Two general approaches exist for face expression invariantface recognition. We call them

here explicit and implicit approaches.

Explicit approaches try to explicitly model e.g. facial expressions or illumination effects.

In [Edwardset al., 1998; Vetter and Blanz, 1998] the system tries to synthesize the probe face,

and the synthesis parameters allow it to identify the individual as well as the expression. In

[Edwardset al., 1998] PCA and special eigenfaces are used to model the texture and geometry

of faces. PCA is used to find valid instances of the synthesis parameters (eigenvectors) and to

separate the parameters for identification and for the various expressions. Using this approach,

[Edwardset al., 1998] were able to synthesize almost any face and any expression. In [Vetter

and Blanz, 1998] no such general representation is used. Instead, a separate model is used for

each person from which every expression of that person can besynthesized. In contrast to this

approach, which is a 2-D-approach, [Vetter and Blanz, 1998]use full 3-D information which is

then back-projected onto 2-D. In both approaches, the sum-of-squared difference (SSD) is used

as a criterion for the quality of the synthesis.

Implicit approaches ignore expression variations to some extent. For example, most com-

mon eigenface approaches [Moghaddam and Pentland, 1997; Craw et al., 1999] ignore what

[Edwardset al., 1998] try to explicitly model. The resulting variations inthe eigenvalue pa-

rameters are compensated using a statistical model of eigenvalue variations in parameter space.

Since PCA is a “global” representation, this is relatively robust because local variations are

canceled out. In [Wiskottet al., 1997], expressions are automatically compensated by the vari-

ability of the jets. The graph itself is rather static and is only allowed to deform affinely.

Expression-invariant face recognition with GWNs can be considered to be an implicit ap-

proach. We assume that variations in face appearance causedby different facial expressions are

only of a small scale. Large-scale information, which includes geometric properties and holistic

face information, is assumed to remain mostly unchanged.

Many publications deal with facial expressions in general.However, only the few cited

above attempt to recognize individuals. Many other approaches attempt to recognize the ex-

pression, independent of the individual. Here, the most commonly used approach is to track

muscle actions over time (Facial Action Coding System (FACS)) [Ishikawaet al., 1998; Hong

et al., 1998; Lienet al., 1998].

In most experiments, standard facial expressions are usually considered, including� normal: a normal facial expression, i.e. no particular expression
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mouth). Most variations are in the mouth region; minor variations are found around the

eyes� sad: a sad facial expression. Again, most variations are aroundthe mouth, and there are

minor changes around the eyes.� surprised: a surprised facial expression. There are major changes around the mouth and

eyes; the eyes are wide open and the eyebrows are lifted.� sleepy: a sleepy facial expression. The eyes are shut, i.e. there are minor local changes in

the eye region; the face looks very much like the normal expression.� wink: a wink facial expression. One eye is closed, the other open.Depending on how

easily the individual is able to wink, there are more or less strong local variations around

the closed eye.

Examples of the various facial expression are shown in Fig. 5.3. These images are derived

from the Yale Face Database.

Figure 5.3. The Yale database 
ontains images showing six di�erent fa
ial expressions of ea
hindividual in the database: normal, happy, sad, surprised, sleepyand wink.
Facial expressions likesurprised, happyandsadshow very strong variations in face appear-

ance. For face recognition approaches, which deal with expressions implicitly, these expres-

sions are difficult to compensate. Approaches that are able to synthesize expressions seem to

have fewer recognition problems. However, no precise experimental results have yet been pub-

lished. For expression recognition, on the other hand, these expressions are clearly the easiest

to identify.5.4.2 Experiments
Experiments were carried out on the images in the Yale Face Database. The database con-

sists of 15 different subjects whose faces show the six different expressionsnormal, happy,
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sad, surprised, sleepyandwink, and also contains images showing the subject with and without

glasses. The Manchester Database contains various different expressions, but they were not

systematically organized. It was our goal to recognize eachsubject independently of the facial

expression or the eye wear. To achieve this we optimized a GWNfor each individual, where the

optimization was done on the image showing the normal expression. Here the normal expres-

sion is considered to be a mean expression. For more details about the optimization procedure

see Section 5.3.1.

Optimizing a GWN for each individual leads to a gallery of 15 GWNs, one for each indi-

vidual, and 15 operators (see eq. (5.7))T P(�)	i (�), one for each individual’s normal imageIi and

GWN (	i:wi), i = 1; : : : ; 15. In Fig. 5.4 and 5.5, example results of applying the operatorT P(J)	1 (J) to the different facial expressions of individualI1 (bottom rows), and to various other

individualsIj, j 6= i (top rows), are shown. The GWN used here is the one optimized on the

image with thenormal expression of “subject01”, which is shown in Fig. 5.4, top left. The

optimized GWN is shown in the left bottom image in Fig. 5.4.

normal surprised happy sad glassesFigure 5.4. Various images of \subje
t01" (top) and the results of applying the operatorT P(J)	 (J). (bottom). To 
al
ulate these examples, the GWN of Fig. 2.4, Î52, with 52wavelets, was applied. The \normal" image was taken to be the image I on whi
h the GWN	 was optimized.
The images in the top row of Fig. 5.5 show the superimposed positions of the wavelets in

the GWN after the reparameterization of the GWN of “subject01”. By looking at the examples

in Figs. 5.4 and 5.5, we can intuitively compare the results of applying operatorT P(J)	1 (J) to

different probe imagesJ , with the optimal results when it is applied to the gallery image, i.e.

the image that the GWN was optimized on (bottom left, Fig. 5.4). This is what is done by the
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subject02 subject03 subject05 subject06 subject11Figure 5.5. Various subje
ts in the database (top) and the results of applying the operatorT P(J)	 (J)(bottom). To 
al
ulate these examples, the GWN of Fig. 2.4, Î52 with 52 wavelets,was applied. The \normal" image in Fig. 5.4 was taken to be the image I on whi
h the GWN	 was optimized.
two distance measuresd2	(I; J) = kT P(J)	 (I)� T P(J)	 (J)k2 andd
	(I; J) = T P(J)	 (I) � T P(J)	 (J)� T P(J)	 (I) T P(J)	 (J)q

VAR
�T P(J)	 (I)� VAR

�T P(J)	 (J)� (5.17)

that were introduced in Section 5.3.3. In eq. (5.17) the wavelet family 	 is understood to have

been optimized on imageI. ImageJ is assumed here to be the probe image.5.4.3 Experimental Results
Tables 5.6 and 5.7 show the experimental results, where the similarity was computed be-

tween subject01 with a normal expression and� images of subject01 with different facial expressions,� images of subject02 – subject15, all showing normal expressions.

The similarity measurements used wered2 andd
. The two tables can be generalized to the

other subjects. A clear difference can be seen ford
 between the probe images of the original

subject and the probe images of other subjects. The difference in d2 seems to be less drastic

(note that the scalings of the axes of Tables 5.6 and 5.7 are different), but still confirms our

expectation. We obtained a recognition rate of
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d
Figure 5.6. This table shows the similarity measurements 1=d2 of the images of the varioussubje
ts in the fa
e database to the referen
e image in Fig. 5.4, left. Higher values indi
atehigher similarity between the images. One sees that the values in the left part of the table(same subje
t) indi
ate mu
h higher similarity than the values in the right part of the table(di�erent subje
ts).� 96% with thed
 measure� 94:7% with thed2 measure.

Using the distance measure introduced by [Wiskottet al., 1997] (see eq. (5.4)), the recognition

results degraded to89:3%.

Recognizing the “surprised” expression failed on five individuals. Leaving out the “sur-

prised” expression, the recognition rates increased to� 97:6% with thed
 measure� 96:9% with thed2 measure.
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Figure 5.7. This table shows the 
orrelation measurements d
 of the images of the varioussubje
ts in the fa
e database to the referen
e image in Fig. 5.4, left. Higher values indi
atea higher similarity between the images. One sees that the values in the left part of the table(same subje
t) indi
ate mu
h higher similarity than the values in the right part of the table(di�erent subje
ts).5.4.4 Analysis of and Comments on the Experimental Results
A GWN that is optimized on a normal facial expression image ofa specific individual rep-

resents a collection of local facial features. Because of the sparseness of this representation,

different individuals cannot be represented well with a single GWN. A GWN encodes the over-

all geometry of the face that the network is optimized on, andit is assumed that this overall

geometry remains in principle the same in different images.

The optimization of a GWN on an imagef ensures that the positions, sizes and orientations

of each of the image features off are encoded very precisely. (We mentioned this in Section

3.1). Each Gabor wavelet encodes a specific feature, and the entire family of Gabor wavelets

encodes the overall layout of the image features. Since the local image features and the global

layout are very specific to the image on which the net was optimized, the “fit” of the GWN to
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other face images is very bad, because the features are located differently and the face has a dif-

ferent overall layout. Assuming, however, that the overallgeometry of a specific person’s face

stays the same in all images, and that different expressionsresult only in minor local changes,

the GWN allows good reconstruction of all images of that individual’s face, independent of

his/her expression. In fact, it is reasonable to ask to what degree facial expressions can be com-

pensated. It seems that most variations in facial appearance under varying expressions occur

locally and at large scales. The GWNs used in our experimentscontain mainly wavelets of

these large scales, as can be observed by comparing the original image and its remap (see Fig.

2.4). Furthermore, the GWN representation is not a strictlylocal representation. Rather it can-

cels out local variations by considering entire neighborhoods of pixels that are located within

the support of each filter. This is also the reason why images in which the probe person wears

glasses are all well recognized.

On the other hand, the fit considerably degrades when a GWN is warped onto other indi-

viduals. This clear difference in “fit” can be seen in Fig. 5.1, where the ability to represent a

different individual clearly degrades.

The assumption that only minor local changes occur under variations of facial expression

is violated for the “surprised” expression. This can be seenin the “surprised” image of each

person. The result is that the ability of a GWN to represent anindividual with the “surprised”

expression degrades considerably, as can be seen from the similarity measurements in Tables

5.6 and 5.7.

Variations in the overall geometry of a face that are due to affine deformations are compen-

sated automatically during the positioning process under the operatorP.

5.5 Recognizing Faces Independently of Illumination Changes

In the previous section we discussed the invariance properties of the GWN representation

with respect to facial expressions. In this section we will examine the invariance properties

of GWNs with respect to illumination changes. When faces areilluminated by different light

sources, or from different directions, the faces can appeardramatically different. Stable recog-

nition in spite of severe lighting variations is still an open problem, and also depends on re-

search areas like shape from shading and photometric stereo[Hayakawa, 1994; Horn, 1986;

Belhumeuret al., 1997].

As in the previous section, different approaches exist thatmake it possible to cope with

illumination variations:Explicit approachestry to model the illumination situation [Belhumeur

et al., 1997; Sung and Poggio, 1994; Shashua, 1992; Nayar and Murase, 1996; A.S.Georghiades
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et al., 1999]. They are theoretically well-founded; however, they are unable to modelevery

lighting condition with every possible number of light sources. Implicit approachesignore

illumination variations. No model is needed in this case andonly minor assumptions have to be

made. This section will give an overview of different approaches that have been successfully

used for face recognition and will discuss their invarianceproperties with respect to illumination

variations. We will conclude this section with experimental results.5.5.1 Ba
kground and Related Work
Eigenface methods are expected to suffer severely under lighting variations because illumi-

nation variations cannot be modeled by the set of eigenfaces[Belhumeuret al., 1997; Crawet

al., 1999]. Furthermore, it is well known that the training of the eigenfaces on a set of gallery

images suffers from variable illumination during image capture [Belhumeuret al., 1997; Craw

et al., 1999]. When eigenfaces are trained on the basis of images that were captured under

varying illumination, the eigenfaces will retain these variations. As a consequence, points in

the projected space will not be well clustered; instead, classes will be smeared out. This phe-

nomenon was extensively discussed in [Moseset al., 1994]. In order to cope with illumination

variations during training of the eigenfaces, [Moseset al., 1994] proposed discarding the three

most significant eigenfaces, as they appear to contain most of the illumination variations. The

hope was that by discarding the most significant eigenfaces,the clustering in feature space

would be better. However, it is unlikely, that the three mostsignificant eigenvectors solely cap-

ture lighting variations. More likely, important information for discrimination and classification

will also be lost.

In order to cope with illumination variations in some other way, various suggestions have

been made. In [Sung and Poggio, 1994], for example, a best-fitbrightness plane is first sub-

tracted in order to reduce the strength of heavy shadows caused by extreme lighting angles. A

best-fit brightness plane provides a linear approximation to the gray value variation in the im-

age. This is especially useful in situations where the illumination is not frontal. The subtraction

of the best-fit brightness plane is followed by histogram equalization.

In [Shashua, 1992; Nayar and Murase, 1996], a linear subspace method is proposed that

should allow recognition under arbitrary lighting conditions. The linear subspace method ex-

ploits a well-known method from photometric stereo. It can be observed that images of a

Lambertian surface without shadows lie in a 3-D linear subspace. More precisely, letp be a

point on a Lambertian surface that is illuminated by an infinitesimal light source at infinity.

Furthermore, lets 2 R3 denote the product of the light source intensity with the light source
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orientation. Then the resulting intensity at pointp, as viewed by the camera, is given byE(p) = a(p)n(p)T s :
Heren(s) is the inward normal vector to the surface at the pointp, anda(p) is the albedo of

the surface atp. This means that the albedo and the surface normal can be recovered, given

three images of a Lambertian surface from the same viewing direction but illuminated from

three linearly independent light source directions. In other words, the image of a surface that

is illuminated from an arbitrary direction can be recoveredby a linear combination of these

three images [Shashua, 1992]. Assuming that faces are Lambertian and that the positions of

the light sources in the original images are precisely known, then in principle, the linear sub-

space method allows us to cope with arbitrary illumination situations with a single light source.

However, self-shadowing, specularities, and facial expressions cannot be handled by the linear

subspace method. A further drawback is that the linear subspace method needs to store at least

three images for each person (same viewing direction, threelinearly independent illumination

directions) in order to approximate the linear subspace. Also, this method can easily deal with

situations where a face is illuminated by only a single lightsource, but in situations where it is

illuminated by a set of light sources, these approaches fail. In fact, the impossibility of find-

ing an illumination model that allows modeling of any situation is the major drawback of the

explicit approach.

An alternative to modeling illumination explicitly with best-fit brightness planes or linear

subspace methods is to use an implicit approach that filters or “ignores” the illumination varia-

tions. As an example, [Zeng and Sommer, 1996] discusses the effects of illumination variations

in the frequency domain. Homomorphic filtering is used as a preprocessing step to a PCA-

based recognition approach in order to improve recognitionrates. As a further example, the

bunch graph approach [Wiskottet al., 1997] employs Gabor wavelets for the representation

of local gray-value variations. Gabor wavelet functions, as used in [Wiskottet al., 1997], are

known to have a vanishing DC component. This means that illumination variations are not

perceived if they are homogeneous within the support of the filter. The term “homogeneous

variation” means that the illumination may vary with a constant offset
 for all pixels within the

support of each Gabor filter. This results in a change in the mean value (the mean calculated

within the support of the filter) by the offset
 while the filter response of the DC-free filter

stays the same. In other words, the bunch graph approach, which discards the mean values and

relies only on the filter responses, can be viewed as being robust to homogeneous illumination

variations.

The support of the Gabor filters is relatively small, so that illumination homogeneity within
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the filter support is a relatively weak assumption. This means that specularities and minor self-

shadowing can well be ignored by the bunch graph representation as long as the supports of the

affected Gabor filters are small relative to the affected image area.

The filter responses depend on the local contrast in the image. This contrast may change

under illumination variations. The similarity function of[Wiskott et al., 1997], which is given

as the normalized cross correlation between two jets, normalizes local gray-value variance (con-

trast): S
(J ;J 0) = Pj aja0jqPi a2jPj a02j ;
where theai refer to the responses of the Gabor wavelets. “Contrast variation” is understood

here as a constant factor
 applied to the image. Again, because the filter support is local, the

factor
 has to be constant only within the support of each jet.

GWNs also use DC-free Gabor wavelet functions, and therefore have basically the same

properties with respect to illumination changes as the bunch graph approach. Furthermore,

the distance measured
(�; �), which is based on the normalized cross correlation betweenthe

weights of the gallery imagef and the weights of the new probe imageg, normalizes the gray-

value variance (contrast) (see 5.16):d
	(f; g) = vt �	i;j� wqvt �	i;j� vqwt �	i;j� w : (5.18)

We will see in the next subsection that face recognition is indeed robust to illumination

variations, as expected.5.5.2 Experiments
In this section we present the results of experiments on the invariance of the GWN object

representation with respect to illumination changes.

No image database is available that would allow systematic evaluation. Therefore, in this

section we will use synthesized images. The images we used for testing are derived from the

Yale Database. They are the images showing the normal facialexpression. To these images, a

brightness plane with variable orientation was added [Sungand Poggio, 1994]. The brightness

plane is defined as hA;B(x; y) = Ax +By : (5.19)
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xyhA;B(x; y) x y
hA;B(x; y)

Figure 5.8. These two images show a gray-value surfa
e for A = 3 and B = 0:15.
An example of such a plane is shown in Fig. 5.8. The brightnessplane is added to the facial

image to synthesize various illumination conditions. Example images can be seen in the top row

of Fig. 5.9. We consider only “global” illumination changes, which can be closely approximated

by such brightness planes. Specularities and self-shadowing are not considered here.A =B = 0 refers to frontal illumination, as the surface normal is parallel to the facial normal and

orthogonal to the image plane. The illumination direction,i.e. the orientation of the surface

normal, can be calculated directly:90� ar
tan(�1=A) gives the angle between the normal and

thex-axis, and90 � ar
tan(�1=B) gives the angle between the normal and they-axis. For

example, forA = 1 andB = 0, the face is illuminated from45Æ from the left; forA = 0 andB = 1, the face is illuminated from45Æ from the top. Examples are shown in Fig. 5.9. The

notations below the images refer to the parameters in eq. (5.19). It can be seen in the images

and in Tables 5.10 and 5.11 that for smaller angles withA;B < 3, the representation is only

marginally affected by illumination variations. For larger angles, distortions increase.5.5.3 Experimental Results
The visual impression of Fig. 5.9 is confirmed in Tables 5.10 and 5.11. In the first table

the inverted Euclidean distance measure1=d2 is used. The similarity degrades quickly as the

illumination angle becomes less orthogonal to the face. Themeasures should also be compared

to the ones in Table 5.6; measures above0:002 can be considered as “recognized”. In the second

table the normalized correlationd
 is used as the measure. Here the decrease in similarity is less
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A=1; B=0 A=2; B=0 A=5; B=0 A=5; B=5 A=3; B=3Figure 5.9. Various images of \subje
t01" (top) and the results of applying the operatorT P(f)	 (f) (bottom). To 
al
ulate these examples, the GWN (	;v) of Fig. 2.4, Î4;6, with52 wavelets was applied. The notations below the images refer to the parameters of theadded gray-level surfa
e a

ording to eq. (5.19). They 
orrespond to an illumination ofar
tan(�1=A)Æ from the left and ar
tan(�1=B)Æ from the top. It 
an be seen that theillumination variations are well 
ompensated for smaller angles (A;B < 3). For larger angles,the re
onstru
tion quality degrades. This 
an also be seen in Tables. 5.10 and 5.11.
drastic, due to the normalization of contrast. By again comparing the results with Table 5.7, we

see that measures above0:85 can be considered as “recognized”.

The tables can be generalized to the other subjects. Most illumination variations, e.g.A =0 : : : 4, withB = 0 for measurementd
, andA = 0 : : : 3, withB = 0 for d2, are compensated,

and recognition results on the subjects with “normal” expressions approach100%. For stronger

illumination variations, the recognition rates degrade rapidly.5.5.4 Analysis and Comments on the Experimental Results
The experiments in this section have confirmed our expectations: Global illumination changes

are well compensated by the Gabor wavelet representation because DC-free Gabor functions are

used. The reason is that the filter response of each Gabor wavelet function is invariant to ho-

mogeneous illumination changes that occur within its support. Therefore, if the illumination

change in a test image can be assumed to be locally homogeneous, the global illumination

change can be completely compensated. Clearly, the degree of global illumination change de-

pends on the support of each of the Gabor filters. Large-scaleGabor filters with large supports

will allow smaller global variations than small-scale Gabor functions.



5.6. DISCUSSION 99

0,00000

0,00500

0,01000

0,01500

0,02000

0,02500

0,03000

A=0
,5

; B
=0

A=1
; B

=0 A=2 A=3 A=4 A=5

A=3
; B

=3

A=3
; B

=2

A=3
; B

=1

A=4
; B

=4

A=0
; B

=4

A=5
; B

=1

A=5
;B

=5

A=2
; B

=2

1=d2
d
Figure 5.10. This table shows the similarity measurement 1=d2 for the images of subje
t01 underillumination variations applied to the referen
e image in Fig. 5.4, left. Higher values indi
atehigher similarity between the images. We see that the similarities vary with the illuminationangle. For near-frontal illumination the similarities are best. These results should be 
omparedto the results in Tables 5.6 and 5.7.

It was stated in the discussion of the previous section that the GWN that we used for our ex-

periments contained mostly large-scale wavelets. Since the compensation of illumination varia-

tions assumes homogeneous illumination within the supportof each filter, large-scale wavelets

have a negative effect because the homogeneity assumption is violated more easily in large

regions than in small regions.

5.6 Discussion

The major importance of this chapter was to show how image information is represented by

GWNs. This was investigated in the context of face recognition experiments. Such experiments

require precise representation of individuals, but they also require generality for independence

of expression. Our approach is strictly appearance-based,where the identity of a person’s face

is judged by its appearance in a probe image. We have not used any geometrical model infor-

mation about faces or their possible expressions, in order to ensure that the representation be

as general as possible. In order to have the possibility of generalizing from faces to general
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Figure 5.11. This table shows the distan
e measurements d
 for the images of subje
t01 underillumination variations applied to the referen
e image in Fig. 5.4, left. Higher values indi
atehigher similarity between the images. We see that the similarities vary with the illuminationangle. For near-frontal illumination the similarities are best. These results should be 
omparedto the results in Tables 5.6 and 5.7.
objects, this is very important.

Our experiments have shown that GWNs encode image information not only by means of

the weightswi. In fact, even more information is encoded in the parameter vectorni of each of

the optimized Gabor wavelets. The parameter vectors, whichencode the orientations, positions

and scales of the wavelets, are very important, as they ensure that the GWN is able to model

the structure of a specific face. Just as this structure differs for different individuals, so do the

optimized parameter vectorsni, and with them, the different optimized GWNs.

Affine deformations of a face are compensated by the ability of the GWN to adapt to such

deformations. However, arbitrary deformations that are not affine cannot be modeled, and the

GWN representation fails. This situation occurs, for example, when a GWN is used to represent

a face on which it has not been optimized, because the relative positions of the facial features

are completely different from those in the original face.

This situation also occurs, in a more moderate manner, when the facial expression of a face

changes. However, when this happens, the relative positions of the facial features are not likely
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to change much, so representation with the same GWN is still successful. A counter-example

to this is the “surprised” expression, where the eyebrows are raised, the eyes are wide open, and

the mouth is deformed so that the representation fails.

A Gabor wavelet has to be positioned precisely on the image feature it is supposed to rep-

resent. If it is not positioned there precisely, how large the displacement can become before

it becomes visible in the image depends on the scale of the wavelets. For large wavelets the

displacement can be much larger than for small wavelets. In all our experiments we have used

rather large-scale wavelets; this can be seen by examining the re-mapped images. If we had

used small-scale wavelets, the GWN would have been less robust with respect to changes in

expression.

In all our experiments we used GWNs withN = 52 wavelets each. Changing the number

of wavelets caused the recognition rate to decrease. We havefound that a decrease inN re-

duces the precision, and in some sense the information content, of the representation, and the

GWNs became less descriptive. An increase inN , on the other hand, leads to the networks

becoming able to represent more than just the structure of the face they were optimized on so

that the GWNs become less distinctive. A more precise evaluation of this observation would be

interesting, but is beyond the scope of this thesis.

In Section 5.5 it was argued that the robustness of the GWN with respect to illumination

changes increases as the scale of the wavelets decreases. Onthe other hand, with small-scale

wavelets, robustness with respect to facial expression decreases. The best choice of scale there-

fore depends on the situation and the task.

This chapter has also shown how GWNs can be used for the automatic recognition of faces.

A recognition rate of96% was achieved. The recognition approach presented here should be

regarded as a rudimentary system that could well be enhancedto achieve higher recognition

rates. However, it should be admitted that this system has a principal drawback. For each

gallery face a GWN has to be optimized and stored, and during recognition a probe face has

to be processed by each GWN in the gallery. This requires muchmore computation time than

the other recognition approaches that were mentioned earlier. This problem can possibly be

solved by applying the progressive attention scheme: Startthe search for the correct individual

with a small set of wavelets, and increase the number of wavelets until a unique person is

found. It should also be mentioned that only small databaseswere used in our experiments, and

generalization of the above results to larger databases would not be easy. Experiments on this

and on enhancement of the system will be left for future research.





Chapter 6

Using Gabor Wavelet Networks for Pose

Estimation

In Chapter 3 we explained that filtering of a function with thewavelets of a GWN, and recon-

structing a function by a weighted superposition of the wavelets, are closely related. Indeed,

we have shown that the weights are linearly related to the filter responses of the wavelets by eq.

(2.36). In other words, the responses of the filters of GWNs already contain all the information

that is needed for reconstruction.

In the previous chapters we have explained that GWNs allow great data reduction and effi-

ciency in object representation. The relation between filter responses and weights also allows

us to exploit these advantages for image filtering. In other words, if we use a GWN with, e.g.,N = 52 wavelets, their 52 filter responses suffice to represent almost the entire facial image.

The image need not be filtered (convolved) with each of the 52 filters. Instead, the filter re-

sponse refers only to the application of the filter at a singleposition which is determined by the

parameters of each Gabor function and the superwavelet.

In this chapter we will investigate this property and show how GWNs can be used to define

optimized and efficient filtering schemes that are able to extract much more information from

images than, e.g., filtering schemes in which the Gabor wavelets are homogeneously distributed.

The application we will use in our investigations is pose estimation. In order to understand

how the pose estimation will work and in what context the image filtering must be carried out,

we will begin with a short introduction to general concepts,techniques and approaches.

The detection of the head pose and gaze detection of a human will be a major feature of fu-

turehuman-computer interaction(HCI) systems [Colombo and Bimbo, 1997; Daugman, 1997;

Gavrila, 1999; Pavlovicet al., 1997]. Various kinds of cooperative gaze detection systems exist,
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but they are cumbersome and require hardware to be connectedto the head of the user. In this

chapter we are interested in non-cooperative gaze detection systems that leave the user free from

wearing any hardware. Non-cooperative gaze detection, together with speech recognition, will

allow very natural interactions with computer systems [Tock and Craw, 1996; Maggioni, 1995].

Today’s speech recognition systems are already quite successful, but gaze detection systems are

still under development, and it is not yet clear how the goal of reliable, precise, and fast gaze

detection (real-time response of the system is a major requirement) can be achieved.

Most experimental systems for pose or gaze detection are monocular systems. For such sys-

tems, two major approaches exist: The first is a two-stage approach: Based on camera images of

the user’s face, the 3-D pose of the head is computed. In a second step, the eyes are examined to

compute the orientation of the eyeballs relative to the poseof the head. The head pose, together

with the relative orientation of the pupils, allows computation of the gaze direction. The second

approach is a direct approach that allows direct detection of the user’s gaze: An image of the

user’s face is processed as a whole, including all the facialfeatures such as eyes and mouth, in

order to estimate the gaze directly. The intermediate step of head pose computation is omitted.

It is clear that both steps of the two-stage approach must be carried out as precisely as

possible. The computation of the head pose needs to be especially precise so that the localization

of the iris and the computation of its position relative to the head is simplified.

In the experiments presented in this chapter we will concentrate on the first step of the two-

stage approach which estimates the pose of the user’s head. The approach that we will present

is appearance-based. The input images are filtered using an optimized filtering scheme given by

a GWN. The filter responses are then fed into an appropriatelytrained ANN which computes

the 3-D head pose.

In the next section we will present an introduction to important terms and techniques. In

the following section, we will give an introduction to related work, describe typical approaches,

and give the necessary background. In Section 6.3 we will describe our experiments. In these

experiments we will use GWNs for optimized filtering. We willalso introduce a progressive

attention scheme in this context, and will show how the computation speed and the quality of the

pose estimation results can be controlled. We will also present results on the quality, robustness

and efficiency of GWNs for 3-D head pose estimation.

6.1 Foundations

In this section we will present an introduction to importantterms and techniques related to

the estimation of pose and gaze.
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By the term 3-Dposeof a head we mean the orientation of the head’s coordinate system

relative to the camera-centered world coordinate system [Faugeras, 1993; Haralick and Shapiro,

1992]. For the projection process from the camera-centeredworld coordinate system onto the

camera image plane, different projection models can be assumed, such asperspective projec-

tion, weak perspective projection, andorthographic projection[Faugeras, 1993].

Usually weak perspective projection is assumed; this is valid when the face appears ap-

proximately flat to the camera, i.e. when the face is coplanarwith the camera-centered world

coordinate system and when the depth changes on the face are small compared with the distance

between the face and the camera and with the focal length. Weak perspective projection results

in significant perspective distortion when the face is viewed from a close range with a short

focal length lens.

By thegaze directionof a user we understand the direction in which the user is looking.

The eye corners and mouth corners of a face define a plane (implying that these four points

are approximately co-planar) which we call theface plane. The pose of the face plane in 3-D

space is given by its normal, the so-calledfacial normal. This normal can be uniquely deter-

mined from two angles:� theslant�, the angle between the optical axis (z-axis) and the facial normal in 3-D space,� thetilt � , the angle between the image normal and thex-axis.

In camera-centered coordinates, the facial normaln̂ is given byn̂ = (sin� 
os �; sin� sin �;� 
os �)T : (6.1)

Two principal approaches exist to computing the 3-D pose of ahead: themodel-based ap-

proachand theappearance-based approach. By amodel-based approachwe mean a top-down

approach, in which the 3-D pose is determined using ana-priori given 3-D geometric model

of the head. This model is usually built from facial features, and further information is pro-

vided by their relative positions. Common landmark features are, e.g., the eye corners, mouth

corners, nose tip and nostrils. These model features are matched against the camera image to

find their projected positions. The model is then used to calculate the relationship between the

3-D model, which is aligned with the world coordinate system, and the head coordinate system,

which is aligned with the facial features in the image. Model-based approaches usually assume

a calibrated camera system.

By anappearance-based approachwe mean a bottom-up approach in which the 3-D pose

is computed from the object’s appearance in the image, without using an explicit 2-D or 3-D
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model. To compute the 3-D pose, we determine what 3-D pose could have resulted in the

observed 2-D appearance. Ambiguities are handled by makingsimple assumptions. Most

appearance-based approaches process the camera image and feed it into an neural network. The

network is trained using camera images of various poses of a face, together with the ground

truth of the corresponding facial normals.

In a strict sense, the model-based approach relies solely onprior knowledge while the

appearance-based approach rejects the use of prior knowledge. As we will see in the next

section, it is difficult to categorize most approaches; theycan be regarded as lying between the

two extremes, and differ in the amount of prior knowledge that they use. We will therefore call

an approach model-based iff it uses any explicit knowledge about the 2-D or 3-D geometrical

structure of the object. Otherwise, we will call it appearance-based. Appearance-based ap-

proaches may use prior knowledge about local image features, but may not use any knowledge

about their geometric relations.

6.2 Related Work

Most pose detection approaches are model-based [Gee and Cipolla, 1994; Horprasertet

al., 1996; Ballard and Stockman, 1992; Petraki, 1996; Stiefelhagenet al., 1997]. All of them

use explicit prior knowledge about the 3-D geometry of faces. The major differences between

the various approaches are the choice of the projection model and the face model. In [Gee

and Cipolla, 1994] a weak perspective projection model is assumed. This model is simple and

generic, and makes use of facial features that allow reliable estimation of facial pose across

a wide variety of subjects. Geometric model knowledge is given by a set of four distances

between the corners of the eyes, mouth, and nostrils. Gee andCipolla argue that these cues do

not change much for different facial expressions; however,they do not provide experimental

evidence for this statement. They present experiments using two methods of estimating the

facial normal. Both methods allow estimation of slant and tilt. The first method uses 3-D

information provided by the above-mentioned facial features and the nose tip. The second

method exploits planar skew-symmetry results from [D.Mukherjeeet al., 1993]. The authors

report an accuracy of up to3Æ for clean data and up to6Æ for noisy data (zero-mean Gaussian

noise with standard deviation 0.02). The implementation ofthe approach is rudimentary. A

feature tracking algorithm tracks the five feature points. The tracking speed is reported as 100

Hz on a Sun Sparc 10, but no details are given about the tracking method that was used. The

accuracy results are derived theoretically and were not verified in the on-line experiments.

In [Horprasertet al., 1996] a perspective projection model is used. The same five points
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are used as a face model, four points are located at the eye-corners and one on the nose-tip. In

the absence of structure, five points are usually not sufficient for recovering orientation when

a perspective model is used. The authors therefore combine the projective invariance of cross

ratios (from face symmetry) and statistical modeling of face structure (from anthropometry)

to estimate the rotation angles. The four points at the eye-corners constitute a line. From the

orientation of this line, the roll angle (rotation angle about the face normal) can be directly

recovered. To recover the slant angle, the cross ratio of thefour eye corners is used under the

assumption that they are collinear and that the eyes have equal width. To recover the tilt, other

assumptions about face geometry are needed, which are variable with respect to gender, race and

age [Chellappaet al., 1995]; relevant data are taken from anthropometric tables. [Horprasertet

al., 1996] report an accuracy of0:5Æ to 5:0Æ, but they do not specify whether clean or noisy data

was used to achieve these results, and the results were not verified with on-line experiments.

Appearance-based approaches, which are fast but imprecise, are generally based on color

[Chenet al., 1998; Darrellet al., 1996; Schiele and Waibel, 1995].

In [Schiele and Waibel, 1995] the face is tracked as a flesh-color blob. The slant angle is

detected by feeding a32� 32 subsampled image of the flesh-color blob region into the32� 32
input neurons of a Multilayer Perceptron (MLP). The MLP consists of 50 hidden units, 3 output

units that indicate the gaze directionsleft, straightandright, and 15 output units that correspond

to possible head directions (�70;�60; : : : ;+60;+70) degrees. The MLP was trained with four

sets of 15 images of 7 different people. The 15 images corresponded to the different directions,

ranging from�70 to +70 degrees. The experimental results showed95:65% correct detection

of the head directionsleft, straight, right, and an average error of12Æ for the detected slant

angle. The speed was� 10 Hz on an HP9000/735.

In [Chenet al., 1998] an extended color model is used to describe the flesh and hair color

of the tracked person. The average error is claimed to be6:8Æ (tilt), 5:7Æ (slant) and2:9Æ (roll),

but there was no investigation of stability.

An appearance-based approach similar to the one of [Schieleand Waibel, 1995] is investi-

gated in [́Abrahám-Mumm, 1998; Bruskeet al., 1998]. The approach allows computation of

slant and tilt. The head is again tracked as a color blob. A square at the detected blob position

in the image defines a region of interest (ROI). Within the ROI, complex 2-D Gabor filters (see

eq. 2.17) are homogeneously distributed. Different filtering schemes were investigated; within

the ROI, the filters were homogeneously distributed on a lattice varying from4 � 4 to 8 � 8
positions. At each of these positions, between four and eight differently oriented filters were

applied and the range[0; �) of possible orientations was equidistantly sampled.

The energies of the complex filter responses were fed into an ANN. A subspace variant of
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the Local Linear Map (LLM) [Ritteret al., 1991] is used as an ANN for learning the input-

output mapping [Bruske and Sommer, 1998].

The results were very promising; the reported mean errors were between0:64Æ (4�4 filters,4 orientations (0, �4 , �2 and 34�)) and0:58Æ (8 � 8 filters, 4 orientations) (see also Table 6.1).

The errors were computed as follows: Letp̂ be the estimated slant,ŷ the estimated tilt and letp
andy be the ground truth values. Then the error is defined ase =p(p̂� p)2 + (ŷ � y)2 : (6.2)

sampling scheme mean error max. error3� 3 0.87 2.784� 4 0.64 1.886� 6 0.61 1.748� 8 0.58 1.82Table 6.1. This table shows experimental results for pose estimation based on Gabor �lterresponses and an ANN.
An appearance-based approach to the estimation of gaze was presented in [Varchminet al.,

1997]. In a first step, an adaptive color histogram segmentation method roughly determined a

region of interest that includes the face. Within the ROI, facial features such as mouth edges,

nostrils and pupils were detected. In the last stage, the feature positions and a detailed analysis

of the eye regions were used to estimate the gaze direction: The feature positions and the images

of the eyes provide the input to an LLM network. 625 training images were used to train the

network. The user was required to fixate a5 � 5 grid on the computer screen. The minimal

errors after training for slant and tilt were1:5Æ and2:5Æ, respectively, while the system speed

was 1 Hz on a SGI.

In [Klingspohret al., 1997] an approach is presented that assumes the head pose isknown,

and computes the positions of the pupils relative to the headin order to compute the gaze

direction. The approach detects the irises of the eyes usinga Hough transform. The circles

of the irises deform to ellipses when the eyes rotate. The approach performs robust parameter

estimation of the ellipses. The accuracy was2:3Æ.
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6.3 Head Pose Estimation with Gabor Wavelet Networks

The results reported in [Ábrahám-Mumm, 1998; Bruskeet al., 1998], were very promising.

However, the filtering scheme that was used was rather rudimentary and straightforward. We

will argue that this scheme has two major drawbacks that considerably limit the precision of the

approach:

1. In Section 2.6 we explained that for GWNs, precise positioning of novel images before

computing new weights is very important. This clearly also holds for the filtering in

[Ábrahám-Mumm, 1998; Bruskeet al., 1998]. In that work, however, color blob tracking,

which is a very imprecise tracking method, was used. In fact,the results in Table 6.1 were

obtained only under optimal illumination conditions, and even under those conditions,

the computation was very sensitive to noise. The results presented in Table 6.1 can be

regarded as an experimentally evaluated upper bound on the precision that this approach

can offer.

2. One can also question the homogeneous filtering scheme that was used and ask what

information is contained in a set of Gabor filter responses when the filters are homoge-

neously distributed. We have analyzed this question in Section 3.3 and have found, that

the loss of image data is severe.

It is therefore reasonable to assume that accurate selection of the parameters of each Gabor

filter, and precise positioning of these wavelets in novel images, would result in a much lower

mean slant/tilt error than that achieved in [Ábrahám-Mumm, 1998; Bruskeet al., 1998]. It is

reasonable to hope that the stability with respect to illumination and camera noise would also

increase considerably. Specifically, we argue that� precise tracking, which assures exact positioning of the filters, increases accuracy, and in

particular, robustness to illumination.� precise and specific selection of the filter parameters (positions, scales and orientations)

increases the accuracy of pose estimation. This allows a reduction in the number of filters

and filter applications that are needed, which has a positiveeffect on computation speed.

We have therefore redone the experiments that were presented in [Ábrahám-Mumm, 1998].

We have tried to change only the tracking and the filtering andto avoid any changes in the neural

network, the training, and the experimental setup. However, the camera used in our experiments

was different. Also, in our experiments the slant and tilt angles had to be within intervals of
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Figure 6.1. The �rst image shows the original doll fa
e image I . The se
ond and third imagesshow the re
onstru
tions Î16a and Î52 with N = 16 and N = 52 wavelets, respe
tively.�20Æ. This is the interval in which all the facial features are visible to the camera, which is a

requirement for successful tracking.

The experimental setup in [Ábrahám-Mumm, 1998]’s and our experiments was as follows:

The head of a doll, shown in Fig. 6.1, was connected to a robot arm. This setup was used so that

the ground truth values for slant and tilt were known. A monocular camera was positioned at

a distance of approximately 100 cm and its visual axis was directed approximately toward the

origin of the head’s coordinate system. The same ANN was usedin both experiments [Bruske

et al., 1998]. In both [́Abrahám-Mumm, 1998]’s and our experiments, the best experimental

results were obtained with 400 training samples.

In our experiments we replaced the color tracking approach by the wavelet tracker of Chap-

ter 4. We optimized a GWN on the doll’s head (Fig. 6.1). For optimization of the GWN we

again used the optimization scheme that was introduced in Section 2. We used a GWN withN = 52 wavelets (see Fig. 6.1, right image).

For training we used 400 images that showed the doll’s head with different slant and tilt

angles, each within�20Æ, with 2Æ steps. For testing we used 200 images of the doll’s head,

while the slant and tilt were randomly chosen from the�20Æ interval.

For each training and test frame we proceeded in two steps:

1. Optimal reparameterization of the GWN by using the positioning operatorP. This was

done automatically by the tracker.

2. Calculation of optimal weights for the optimally repositioned GWN using the projection

operatorT .

Fig. 6.2 shows some example images.
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Figure 6.2. These images show di�erent orientations of the doll's head. The head is 
onne
tedto a robot arm so that the ground truth is known. The white square indi
ates the dete
tedposition, s
ale and orientation of the GWN.6.3.1 Experimental Results
The weight vector that was calculated with the operatorT was then fed into the ANN

[Bruskeet al., 1998]. We achieved a minimal mean slant/tilt error of0:21Æ for a GWN with 52

wavelets and a minimal mean slant/tilt error of0:30Æ for a GWN with 16 wavelets. The maximal

errors were0:65Æ for 52 wavelets and0:72Æ for 16 wavelets, respectively. These results show

that when we use the GWN with 52 wavelets, even the maximal error is as low as the mean

error of the8 � 8 filtering scheme with four orientations (0:58Æ). The errors were calculated

according to the error function in eq. (6.2). The experiments were carried out under varying

illumination conditions, and the results were reproducible. A summary and a comparison with

the approaches that were mentioned above is given in Table 6.2.
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method minimal mean error

geometrical approach[Gee and Cipolla, 1994; Petraki, 1996] 1:6Æ
color, ANN [Schiele and Waibel, 1995] 12� 15Æ
stereo information[Xu and Akatsuka, 1998] � 4Æ
Gabor filter, ANN[Bruskeet al., 1998] 0:64Æ
GWN with 16 Gabor wavelets 0:30Æ
GWN with 52 Gabor wavelets 0:21ÆTable 6.2. This table shows a summary of di�erent approa
hes and the minimal mean errorsfor slant/tilt angle estimation of the head pose that were a
hieved.6.3.2 Introdu
tion to DCS Networks

In this subsection we briefly discuss the artificial neural network (ANN) that was employed

in our pose estimation experiments, using the description and terminology in [Bruske, 1998].

The ANN is a Dynamic Cell Structure (DCS) based network [Bruske and Sommer, 1995]

which was introduced and further enhanced in [Bruske and Sommer, 1995; Bruske and Som-

mer, 1998]. DCS-based networks are RBF-based ANNs that utilize an efficient local subspace

construction method based on optimally topology preserving maps (OTPM).

The architectural characteristics of a DCS network are sketched in Fig. 6.3. It shows (1) a

hidden layer with RBFs with possibly variable parameters, (2) a dynamic layer with a lateral

connection structure between basis functions (units), and(3) a layer of output units. During

training, a competitive Hebbian learning rule is used to activate and adapt the RBF units in the

neighborhood of the current stimulus. The neighborhood relation is given by the simultaneously

learned topology. Using the Hebbian learning rule adapts the lateral connection structure to an

OTPM.

In this chapter we use a subspace variant of Ritter’s Local Linear Map (LLM) [Ritteret al.,

1991], which is called a Subspace-DCS (SDCS) based network [Bruske and Sommer, 1998].

The SDCS allows us to exploit the fact that images of the head of a single person that differ

solely in slant and tilt lie on a 2-D manifold in image space [Murase and Nayar, 1995; McKenna

et al., 1996].

The SDCS enhances the DCS by applying principal component analysis (PCA) to each local

subspace. Given a training setT � Rn and anN > 0, the batch-variant proceeds in four stages:

1. A set ofN centersS = f
1; : : : ; 
Ng are computed as the output of a vector quantization
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Figure 6.3. DCS networks are RBF networks (left) with an additional lateral 
onne
tion stru
-ture between the nodes. The 
onne
tions are formed by 
ompetitive Hebbian learning andapproximately Optimal Topology Preserving Maps (OTPMs) (right).
algorithm applied to the training setT .

2. The graphG is calculated as an optimally topology-preserving map,OPTMT (S), of S
givenT .

3. For each nodei 2 G, PCA is performed on the set ofmi difference vectors(
1i �
i; : : : ; 
mi � 
i), where(
ji � 
i) is the difference vector between
i and a directly

neighboring center
ji.
4. The eigenvectors that correspond to the smallest eigenvalues are discarded.

The results of this four-stage process areN sets of eigenvectorsfei1; : : : ; eilig, li < mi that span

a local subspace with center
i. These eigenvectors allow us to project an input stimulusx into

the relevant subspace, i.e. the subspace of the best matching unit (bmu):xs = 
bmu + lbmuXi=1 �(x� 
bmu)T ebmui � ebmui ; (6.3)

where
bmu is the center of the best matching unit.



114 CHAPTER 6. GABOR WAVELET NETWORKS FOR POSE ESTIMATION

The advantage of the SDCS network is clear: Discarding smalleigenvectors allows us to

reduce noise in the input. Furthermore, limiting the numberof eigenvectors used allows us to

reduce the complexity of the ANN so that its application becomes feasible even for very high

dimensional input spaces.

6.4 Progressive Attention Scheme for Pose Estimation

If gaze detection systems are to be included in a human-computer interface, real-time speed

is a major requirement. At the same time, the HCI is allowed toconsume only a small portion

of the available computer power. Keeping the number of filterings low is clearly a prerequisite

to achieving this goal.

It is possible to apply a progressive attention scheme in this situation. Changing the numbers

of Gabor wavelets used allows control of the tracking, as we have seen in Chapter 4. Just as

the progressive attention scheme can be used to control the precision of a template for visual

tracking, it can also be used to control the number of filterings and the filtering speed. In this

section we investigate how the precision of pose estimationchanges with the numberN of

Gabor wavelets used. We will also investigate how the efficiency can be further increased by

taking the responses of the Gabor filters as inputs instead ofthe weights.

Taking the filter responses as inputs to the ANN has a further advantage over taking the

weights as inputs. Since the Gabor wavelets are non-orthogonal, the weights depend on all the

wavelets that are used (see eq. 2.33). When the number of wavelets is increased, the vector

input to the ANN must be completely recomputed so that network training has to be completely

redone. The filter responses, on the other hand, can be used directly, without intermediate

projections, as presented above. Their values are independent of the number of filters used, so

that when their responses are used as inputs, only a single ANN needs to be retrained.

In our experiments, GWNs of different sizes were used. The GWNs were all derived from

the GWN of the preceding section by choosing the wavelets in order of their normalized de-

creasing weights (see Section 3.2). When a GWN of a certain size was used, the computed

weights (filter responses) were fed into the neural network.

Figure 6.4 shows examples of GWNs with 16, 20, 32, 40 and 52 wavelets derived from the

GWN of the preceding section.

We then used the GWNs for tracking and filtering, in order to compute for each GWN the

mean and the maximal error.
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Figure 6.4. These images show di�erent GWNs for the puppet head, with 16, 20, 32, 40 and52 wavelets.6.4.1 Experimental Results
The resulting estimation errors (in degrees) for GWNs with 4- 52 wavelets are shown in

Fig. 6.5. The weight vectors were used as input to the ANN.

Fig. 6.6 shows the mean errors and the maximal errors (in degrees) of the pose estimations

computed from the filter responses, for GWNs with 4 - 52 wavelets.

The results are quite similar for both experiments. In Fig. 6.7 the mean estimation errors in

Figs. 6.5 and 6.6 are plotted against each other. The errors for GWNs with 16-52 wavelets are

shown. A summary of the results is given in Table 6.3.

weights responses

Number of Wavelets mean error max. error mean error max. error

16 0.30 0.72 0.37 0.91

52 0.21 0.65 0.23 0.53Table 6.3. This table gives a summary of the estimation errors with varying numbers of GaborWavelets. Shown are the mean and maximum errors for the experiments on the weights andon the �lter responses.
6.5 Discussion and Conclusions

In this chapter we have demonstrated that GWNs offer an optimized scheme for the filtering

of images.

In image filtering one always wants to extract information out of the image. An optimized

filtering scheme allows the extraction of a maximum amount ofimage information for a given

number of applied filters.
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Figure 6.5. This �gure shows the de
rease in the error in pose estimation with an in
reasingnumber of wavelets. For these plots, the weights were 
omputed with the operator T , andwere fed into the ANN. Shown are plots of the mean error and the maximal error (in degrees).The wavelets were 
hosen a

ording to the progressive attention s
heme, in de
reasing order.
This was seen in the results of our pose estimation experiment: When we used an optimized

filtering scheme, the mean error of the estimated poses was much smaller than when a homoge-

neous filtering scheme was used. Furthermore, a smaller meanerror was achieved with as few

as 16 filterings (in comparison with 128 filterings!).

An optimized filtering scheme also allows us to reduce the complexity of subsequent com-

putations.

So far, the termoptimized filteringhas been used in a rather intuitive manner.Optimized

filtering is usually related to a certain task: The task defines the relevant data, andoptimized

filtering allows the relevant data to be extracted efficiently. Prior knowledge about what data is

relevant to a certain task is therefore needed. In this chapter the given task was estimation of the
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Figure 6.6. This �gure shows the de
rease in the error in pose estimation with an in
reasingnumber of wavelets. For these plots, the �lter responses were dire
tly fed into the neuralnetwork. Shown are plots of the mean error and the maximal error (in degrees). The waveletswere 
hosen a

ording to the progressive attention s
heme, in de
reasing order.
pose of a head. Precisely what the relevant data is in this context is difficult to answer. There

are two possibilities:

1. Finding the relevant data, i.e. finding the right filteringscheme for extracting the relevant

data, could be done by learning.

2. Alternatively, one can simply try to useall the image data. The goal is then to find an

efficient filtering scheme that allows us to extract all the data. The filtering scheme in this

case is found beforehand and is optimized so that the number of filters used is small and

the amount of extracted data is large.

Clearly, the first possibility needs further research and investigation. The second possibility,
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rease in the error in pose estimation with an in
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however, is solved by the GWNs.

The amount of information is here measured by the sum of squared differences (SSD) be-

tween the original image and its reconstruction. The loss ininformation is consequently given

by the error in eq. (2.23). In Chapter 4 we argued that the progressive attention scheme allows a

task-oriented representation. There the task wasvisual face tracking. The tracking was done by

minimizing the SSD between an input image and a template image. The template was given as a

GWN, and since the wavelets were chosen so that the energy functional (2.23) was minimized,

the more wavelets were used, the smaller was the energy functional and the more stable was the

tracking.

In this chapter, the progressive attention property of GWNshas been extended to image
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filtering. The more image information is needed, the more filtering is done, and the better is the

precision of the results. This could clearly be seen in the results in Section 6.4: The more filter

responses were used, the smaller was the mean error of the estimated pose.

In connection with the gaze detection problem, we think thatthe approach presented here

can be extended to recover the gaze direction of a person. Forthis we propose using a large

GWN for the analysis of the head, and two smaller GWNs for the analysis of the eye regions.

The large GWN can be used for tracking. This would allow automatic positioning of the two

small GWN at the correct positions. An ANN can then be trainedon the filter responses of all

three networks.

The training can even be done automatically while the user isworking on the computer:

Assuming that the user gazes at the mouse pointer when he/sheclicks the mouse, each mouse

click supplies a ground truth value.

As explained in Chapter 4, the tracking approach allows affine tracking of a face. Assuming

weak perspective, it is possible to derive the pose of the head from the affine deformation

parameters of the reparameterized superwavelet. However,this remains to be investigated. The

stability of this approach should correlate with the stability results for the tracking approach

with respect to the progressive attention scheme.





Chapter 7

Conclusions and Outlook

In this thesis we have given an extensive and thorough introduction to Gabor Wavelet Networks.

We have shown through various experiments that GWNs can be used for an efficient and task-

specific representation of individual objects. The optimization scheme of GWNs allows us

to find networks that reflect individual object properties. The optimized networks are then

individual enough to allow reliable identification. Furthermore, the representation is robust with

respect to minor local changes, which means, in the case of face recognition, that individuals can

be recognized in spite of different facial expressions and poses. In our experiments, we achieved

recognition rates as high as96%. On the “surprised” expression, the recognition approach often

failed, which shows a limitation of the GWN approach. Without this particular expression,

we would have reached recognition rates of almost98%. The recognition rates were reached

in our experiments straightforwardly and without the use ofany heuristics. Most recognition

approaches, such as those used in the FERET test [Phillipset al., 1998], made extensive use of

heuristics to increase recognition rates for the specific test set. Using such heuristics, it is likely

that the recognition rate of our approach could be further increased.

Apart from object representation, we have shown that GWNs can also be used as an op-

timized scheme for filtering. We have shown that there is a close relationship between image

filtering and image representation. Consequently, it was reasonable to assume that GWNs could

also be used for optimized filtering, i.e. to extract a maximal amount of image information

from an image. This property has been tested in a pose estimation experiment. The experiment

showed that a GWN, used as an optimized filtering scheme, is able to improve pose estimation

by up to a factor of three, in comparison with an often-used homogeneous filtering scheme:

from 0:64Æ with 128 homogeneously distributed filters to0:3Æ with only 16 optimized GWN

filters, and0:21Æ with 52 filters. Moreover, these results were achieved even in real experiments
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involving, e.g., camera noise. Also, in this experiment no heuristics were used. The results were

achieved straightforwardly by simply applying the techniques provided by the GWN approach.

In our opinion, our results are due to the fact that GWNs combine the advantages of appearance-

based and feature-based approaches. On the one hand, GWNs are able to capture and evaluate

all the pixel value information�, which is an appearance-based feature. On the other hand,

GWNs are representations that are, through optimization, closely linked to the object features.

This is clearly a feature-based property that common appearance-based approaches do not have.

The feature-based representation adds considerable robustness with respect to changes in illu-

mination, contrast, affine variations and local image changes. The reason for this robustness is

that Gabor filters are good feature detectors. For example, during reparameterization, each one

of the Gabor wavelets “looks” for a local feature, i.e. it “looks” for a local minimum. When

summed, this leads to a steep and deep local minimum, which isclearly a great advantage for

the reparameterization procedure.

Our experiments have revealed a further property of GWNs, which is probably even more

important than the properties mentioned above, and which wedenoted by the termprogressive

attention. The progressive attention property of GWNs allows us to control the precision and

complexity of the representation by dynamically varying the number of Gabor functions used.

Wavelet theory supplies the mathematical basis for this [Daubechies, 1992; Louiset al., 1994].

Dynamic perception is an important preliminary to successful construction of active vision sys-

tems, because it allows the cost and complexity of the successive computations to be controlled

[Bajcsy, 1988; Bajcsy, 1992; Sandini and Dario, 1990; Aloimonos, 1994; Sommer, 1995].

From the definition of GWNs, their close relationship to neural networks is obvious. In-

deed, the nameGabor Wavelet Networkderives from this fact. However, as pointed out by

[Reyneri, 1999], GWNs, or wavelet networks in general, introduce a completely new type of

neural network, closely related to Radial Basis Function Networks (RBF Networks). But dis-

tinct differences have to be pointed out. RBF Networks appear to be traditionally associated

with radial functions in a single-layer network [Broomheadand Loewe, 1988]. The charac-

teristic of radial functions is that their response decreases (or increases) monotonically with

increasing distance from a central point. In contrast, the mother wavelets, used for wavelet net-

works, are not necessarily radial functions. In particular, the odd Gabor function, which is the

mother wavelet of the GWNs, is non-radial.

There are advantages in the fact that one can choose a function which particularly suits a

given problem. Odd Gabor functions, e.g., have been shown tobe very useful for the represen-�The mean is discarded and the contrast is normalized.
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tation of faces. Furthermore, since they are good edge detectors, one can predict and understand

their roles and properties within the networks; this has been discussed in Chapter 3. This, in fact,

is a further important difference: RBF networks are regarded asnon-parametricmodels since

their weights and other parameters are not meant to have any particular meaningful relation to

the problem they are applied to. Estimating values for the weights and parameters is never the

primary goal. Instead, the primary goal is to approximate the underlying function [Orr, 1999].

On the other hand, for GWNs (or wavelet networks in general),estimating weights and param-

eters and approximating the underlying functions are two closely related tasks. While the radial

basis functions of RBF networks are generally completelyindependentof the data they are sup-

posed to represent, the basis functions of (Gabor) Wavelet Networks are particularlyintended

(and chosen) to reflect the properties of the underlying functions.

Wavelet networks have received little attention in recent publications. Lately, in [Reyneri,

1999], the relations between artificial neural networks, wavelet networks and fuzzy systems

have been discussed, but wavelet networks were considered only in a very simplified fashion:

Only radial wavelets were considered, which limits the potential of wavelet networks consider-

ably.

We would like to argue that, because of the close relation between the data and the ba-

sis functions, (Gabor) Wavelet Networks offer new potential that goes, beyond the potential of

RBF Networks. At least for 2-D functions and the shapes of human faces, this has been partially

shown in this thesis. We think that this can be generalized tootherN -D functions. The appli-

cation of (Gabor) Wavelet Networks in classification problems also needs closer investigation.





Notation

Overview of the mathematical symbols and notation, in orderof their use.

hf; gi Scalar product inL2(Rn): hf; gi = R1�1 f(x)g(x) dxDC(f) DC of functionf : DC(f) = R1�1 f(x) dxXT ; xT Transposed matrix and vector, respectively

diag Diagonal matrixL2(R) Space of square integrable functionsf : R 7�! RL2(R2) Space of square integrable functionsf : R2 7�! R ; � 1-D or 2-D mother wavelet a;b 1-D wavelet with 1-D dilation parametera and 1-D translation parameterb
 Translation vector
 = (
x
y)tsx, sy Dilation parametersxy Shear parameter of superwavelet� Rotation parametern Parameter vector of waveletn = (
x; 
y; �; sx; sy)T
Parameter vector of superwaveletn = (
x; 
y; �; sx; sy; sxy)TR Rotation matrixS Dilation matrixN Number of wavelets within a wavelet networkwi i-th weight of weight vectorw ni ; �ni i-th wavelet of a family of wavelets	,�, with parameter vectorniv;w;v0;w0 Weight vectorsw = (w1; : : : ; wN)T , etc...	;� Family of wavelets	 = ( n1 ; : : : ;  nN )T(	;w) Gabor Wavelet Network



126 Notationf; g Continuous functionsf̂ ; ĝ Remaps of functionsf , g, represented with a Gabor Wavelet NetworkI; J Discrete gray value imagesÎ ; Ĵ Remaps of imagesI, J , represented with a Gabor Wavelet NetworkÆ Difference vector between two weight vectorsÆ = (v �w)Æi t-th component ofÆÆi;j Dirac functionÆi;j = 8<:1; if i = j0; if i 6= j :(	i;j) Gram’s matrix(	i;j) = (h i;  ji)	n Superwaveletd2	(�; �) Euclidean distance measurement, defined with respect

to the wavelet family	.d
	(�; �) Normalized cross-correlation between two images, defined with respect

to the wavelet family	.G Gallery: set of gallery imagesU Probe image

VAR(�) Variance

SSD(�; �) Sum of squared differences between two images~�; ~ Function that is dual (biorthogonal) to�;  ~�; ~	 Family of functions that is dual to�T	(f) Operator to compute optimal weight vector for imagef with respect

to wavelet family	P	(g) Reparameterization operator: reparameterized superwavelet	n
on functiong, such thatE is minimizedE Energy functional
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result.Î16 of Fig. 2.4 was used as the superwavelet. . . . . . . . . . . . . . . . 39

2.11 These images show the positions of each of the 16 wavelets after reparameter-

izing the wavelet net (top), and the corresponding reconstruction (bottom). The

reconstructed faces have the same orientation, position and size that they were

reparameterized on. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.12 These two images show the wavelet networkÎ52, repositioned onto the two test
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cedure for characterization of human faces.IEEE Trans. Pattern Analysis and Machine In-

telligence, 12:103–108, 1990.

[Klingspohret al., 1997] H. Klingspohr, T. Block, and R.-R. Grigat. Ein echtzeitfähiges Sys-

tem zur Erkennung der Blickrichtung des menschlichen Auges. In Tag. Bd. Deutsche Arbeits-

gemeinschaft für Mustererkennung, 20. DAGM-Symposium, Stuttgart, 29.Sept.-01.Okt.,

1997.

[Kronland-Martinetet al., 1987] R. Kronland-Martinet, J. Morlet, and A. Grossmann. Analysis

of sound patterns through wavelet transform.Int. J. of Pattern Recognition and Artificial

Intelligence, 1:273–302, 1987.
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