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Abstract

We presentresultsfrom a tracker which is part of theinte-
gratedsurveillancesystemADVISORwhich is designedo
opefmate in real-timein a distributed local networkof off-
the-shelicomputes.

For PETS2001¢ur indoor peopletradker hasbeenmod-
ified to include the tracking of vehiclesin outdoorscenes.
An effort hasbeenmadeonly to usesimpletedniquesin
thesamaodifications.Solutionsncludesplittingandmeiging
of regionswhich havebeenprocessedy the motiondetec-
tor, aswell asthe tempoal incorporation of static objects
into the badkgroundimage.

Figurel: View from surwillancecamera

1. Intr oduction

Real-timeautomatedvisual surwillanceis a populararea
for researchand development. Recently the Reading
ComputationaVision Group hasteamedup with research
groupsfrom King's College London, INRIA SophiaAn-

tipolis (France), Thales Research(UK), Bull (France)

*This work is funded by the EuropeanUnion, grant ADVISOR
(IST-1999-11287)

and Vigitec (Belgium) to build the ADVISOR! system.
ADVISOR is an integratedsystemfor automatedsureil-

lanceof peoplein undegroundstations.Peoplearetracked
in realtime andtheir behaiour is analysed.Videoannota-
tionsandwarningswill be archivedtogetherwith the digi-

tised video and also displayedin real-timeto the human
operatoras necessary Figure 2 shavs the overall system
layoutfor ADVISOR.
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Figure2: ADVISOR SystemlLayout

It is thetaskof our groupat Readingto provide the peo-
ple trackingmodulefor the integratedsystem. The tracker
usedby us is an extensionof the LeedsPeopleTracker
which wasdevelopedby Baumbeg andHogg[1]. Starting
in 2000,it hasbeenmodifiedfor usein the ADVISOR sys-
tem. In thework reportedn this paperthe ADVISOR Peo-
ple Trackeris combinedwith a blob-basedsehicletracler,
to allow for simultaneousrackingof peopleandvehiclesin
asinglecameramage.Vehicletrackingwill notbeneeded
for ADVISOR, it hasbeenincludedonly to meetthe re-
guirementf the PETS200data.

LAnnotatedDigital Video for Intelligent Suneillance and Optimised
Retrieval



1.1 PeopleTracking

The peopletracker usesan active shapemodel[1] for the
contourof apersonn theimage.A spaceof suitablemodels
is learntin atraining stageusinga setof videoimagescon-
tainingwalking pedestriansDetectedersoroutlineshapes
arerepresentedsingcubicB-splines.Eachoutlineis speci-
fiedby apointin ahigh-dimensionaparametespace Prin-
cipal Componenfnalysis(PCA) is appliedto theobtained
setof pointsto generatea lower dimensionalsubspaces
which explainsthe mostsignificantmodesof shapevaria-
tion, andwhichis a suitablestatespacdor thetracker.
Peopletracking is performedin multiple stages. The
tracker maintainsa backgroundimage which is automat-
ically updatedby median-filteringthe sequenceof video
imagesover time. To detectnewv people,a motion detec-
tor subtractghe backgroundmagefrom the currentvideo
image. Thresholdingof this differenceimageyields a bi-
nary imagecontaining“foreground” regionswhere move-
mentwasdetectedThoseregionsthatmatchcertaincriteria
for sizeandshapeareclassifiedaspossiblepeople,andare
examinedmorecloselyby the peopletracker. Their outline
shapeis approximatedby a cubic B-spline and projected
into the PCA spaceS of trainedpedestriaroutlines. The
new shapeobtainedn this processs thenusedasa starting
pointfor furthershapenalysis.Oncepeoplearerecognised
they aretracked usingthe trainedshapemodel. Trackingis
performedusingKalmanfiltering with secondrdermodels
for the movementof peoplein 3D. The stateof the tracker
includesthecurrentoutlineshapeasapointin S. Thispoint
is updatedasthe obsenedoutline changesluringtracking.

Figure3: Edgesearchor shapsfitting

In orderto adjustthe outlineshapeo eachnew imageof
apersonwe useaniterative optimisationmethod. The cur-
rentestimateof the shapes projectedontotheimage. The
shapds thenfitted to theimagein an optimisationloop by
searchindor edgef thepersonsoutlinein theneighbour
hoodof eachsplinecontrolpointaroundtheshape Figure3

illustratesthis process. The paleblue lines shav the Ma-
halanobisoptimal searchdirection [2] usedin local edge
search.

In previous work we have examinedwaysto improve
local edgecontrastin the presencef imagenoisecoming
from JPEGcompressiorand electricalinterferencein the
metrostation[3]. With theseimprovementswe foundthat
the shapditting processs fairly robustprovidedtheperson
is sufficiently isolatedfrom otherpeople.Trackingwassuc-
cessfulevenwhenpartof the outline is occludedby static
objectsin thescenepr affectedby imagenoise.

2. Modifications to the Tracker

We have madea numberof modificationsto the original
trackerin orderto useit within the ADVISOR system.Fur-
ther modificationswerenecessaryor PETS2001sinceour
tracker is specialisedo track peoplein indoor scenesand
the PETS200datafeaturevehiclesandbikes,moving out-
doors.

2.1 Moadifications Required by ADVISOR

In orderto usethe existing ReadingPeopleTracking Soft-
warefor the ADVISOR project,majormodificationshadto
be madeto the functionalityandsoftwareimplementation.

The original code made heary use of sgi ™'s spe-
cialisedvideo hardwareto achiese real-timetracking per
formance.For ADVISOR, the tracking software hadto be
portedto off-the-shelfPC hardware,in facta GNU/Linux
system,in orderto make economicsystemintegrationfea-
sible. A number of source-lgel optimisationsand re-
structuringof the codemadeit possibleto have a similar
performancen the GNU/Linux system.

Integratingthe systemwith the ADVISOR network (see
Figure 2) meantwe hadto modify the softwareto accept
from alocal network videoimagesin JPEGformatandmo-
tion datain XML format. Also, video annotationsarenow
written out in XML so the behaiour analysismodulecan
useour outputin a standardisefbrmat. All XML channels
arewell-definedusingXML Schemas.

Furtherwork includedresearchinto waysto increaseghe
robustnesof trackingin the presencef the strongimage
noiseandusingJPEGimagecompressionlin [3] we have
shavn how imagefiltering methodscanenhancédocal edge
contrasttherebyimproving the robustnes®of imageanaly-
sisalgorithmsfor peopletracking.

2.2. Modifications for PETS2001

In orderto run the tracker on the PETS2001datasetwe
hadto modify the peopletracker to track vehicles.To keep
simplicity and to maintainreal-timeperformancewe de-
cidednotto make useof theReadingvehicleTracker (RVT)

which hasbeenintegratedwith the peopletracker in the



past4]. Insteadwedecidedo useasimpleframe-to-frame
region tracker usingoutputfrom out motion detectoy with
afew addedextras.

Onedifficulty is thatour motiondetectoris very simple.
It is designedfor indoor suneillanceandthusit doesnot
handlelighting changesrery well. Therehasbeena lot of
researcton methodso detectimagemotion morereliably
in outdoorscenes. Marny suneillance systemsnowadays
usecomplex statisticalmodelsfor backgroundmodelling,
basedbn a mixture of Gaussiardistributionsfor eachpixel
pixel [5] or usinga non-parametrianodel [6]. However,
thesemethodsneeda considerableamountof CPU time,
whichin our caseis alreadytakenup by the peopletracker.

The new region trackingalgorithmsimplementedn our
systemareexplainedin moredetailin section3.

3. Tracking Objects Other than People

Thetracker usesa simpleframe-to-frameaegion tracker to
track moving blobswhich do not matchthe size of people,
andto which no personshapecould be fitted. In orderto
dealwith overlappingblobsin themotionimage,afew nev
featureshave beenimplementedn ordernot to losetracks
or confusetracked objectsin thesesituations. The devel-

opmenthasbeencarriedout usingthe “Training” sequence

fromthePETS200dataset, cameraview 1. We haveused
1 out of 7 imagesfrom the datasetresultingin % (roughly
3.6) processedramesperonesecondf videofootage.

3.1 Temporal Background Integration

Oneproblemwhentrackingregionsin theimageis theover-
lap of two (or more)blobs. If oneof theblobsis still moving
andthe otheronehasbecomestaticonly a few framesago
the motion detectionimage will normally still shov both
blobsasmoving. Sincetheblobsoverlapin theimage they
are detectedas one motion blob which malesit difficult
to maintainthe correctidentificationof both blobs. This
problemcanbereducedy maintaininganup to dateback-
groundimage.If oneof the objectshasbecomestaticit can
beintegratedinto the backgroundtherebyenablingcorrect
detectionandidentificationof the secondobjectusingthe
motionimage.

Our backgroundmageis updatedperiodically usinga
temporalmedianfilter. This meansall static objectsare
eventuallyincorporatednto thebackgroundmakingdetec-
tion of otherobjectsin the vicinity possible. However, if
we incorporatedetectedstatic objectstoo quickly into the
backgroundye mightnotbeableto identify andtrackthem
whenthey startmoving again. Moreover, we might detect
a “negative” of the object (for instance,the absenceof a
vehicle)oncethe objecthasmovedon.

A simpleprocedurehasbeendevisedandimplemented
to incorporatestatic objects temporarily into the back-
ground,thereby

e resultingin correctdetectiorof movemenin thevicin-
ity of objectswhich becamestaticonly a few frames
ago(peoplegettingout of vehiclesetc)

e making it possibleto restorethe “empty” original
backgroundvhenthe objectstartsmoving again

e enablingus to re-gaintrack and identification of the
objectsincewe keepacopy of the necessargata(po-
sition, size,identity record).

Figure4: Car1 (yellow) integratedinto background

Figure 4 shows frame 1134, when the blue VW Polo
(left) comesvery closeto the greenPeugeo{right) only a
few framesafterthe latterbecomestatic. In this situation,
the Peugeots identified as being static and incorporated
into the background.This is markedin theimageby draw-
ing the yellow box aroundthe vehicle with a dashedine.
As aresult,the motionimageclearly shovs the Polowhich
is identified and tracked successfully In frame 1190, the
motion detectordetectsmotion nearthe known static Peu-
geot, correctly assumeghis movementis dueto the Peu-
geotmoving again,removesthe imageof the vehiclefrom
the backgroundandkeepson trackingthe vehiclewith the
originalidentity.

One problemremainsthe situationwhereneitherof the
objectsis static,asin frame 1393whenthe Peugeotrives
pastthe Polowhile thelatteris still reversinginto the park-
ing lot (seethe motionimagein Figure5). Another dif-
ficult situationoccurswhentwo partsof the sameobject,
separate¢h themotionimagebecaus®f occlusionareex-
tractedastwo separateegionsandthereforewrongly iden-
tified, classifiedor matched. An exampleis frame 1260,
wherethe back of the Peugeotis partly occludedby the



Figure5: Problemwith two closeobjectsbothmaoving

lamppost,resultingin a splitting of its motion blob asthe
vehiclereversesut of the parkinglot. Theseproblemswill
beaddressedection3.2.

3.2 Merging and Splitting Regions

To solve the problemsdueto overlappingor split up blobs
in the motion imagewe usea simple region splitting and
meming algorithm. Dependingon the size of the region
(morepreciselythesizeof theboundingbox of the motion
blob detectedn themotionimage),we

e splitlarge motionregionsinto 4 vehicle-sizedegions,
alignedwith theupperleft, upperright, lowerrightand
lower left cornerof the large boundingbox, respec-
tively.

e memgednearbyregionswhereatleastoneof themdoes
not matchthe minimumsizeof avehicle,creatingone
largeregion which containsthe mergedregions.

The rationalebehindthe splitting is that the two blobs
with alargercommonboundingbox arelikely to have their
boundingboxesin oppositecornersof thecommonbound-
ing box. Merging was inspiredby the problemof partial
occlusionby thelampposin frame1260,mentionedn sec-
tion 3.1above.

Thenew regionscreatedwith thesealgorithmsareadded
to thelist of moving regionsdetectedn the currentframe,
however, they are clearly marked as being “synthetic”, ie
not directly extractedfrom the motion image. After the
standardregion identificationbasedon size and predicted
new positionof previously trackedobjects thesyntheticre-
gionswhichwerenot matchedareassumedo beerroneous
andremoved.

Figure 6 shavs frame 1386 where a large region (the
biggestmagentacolouredrectangle)s split into a number

Figure6: Region Splitting with Multiple Guesses

smallerones guessingpossiblepositionsof vehicles.Over-
layedarethe previousdetectegositionsof thetwo moving
vehicles,andguessegalsoin magentapf possiblevehicle
configurationsIn this situation,thoseguessesvhich match
mostclosely our predictionaboutthe size and location of
the vehiclesin this frame are accepted.We keeptracking
the two moving regionswith correctidentificationsasthey
part,ascanbeseenin Figure7 (framel421).

3.3 Overall PerformanceDuring Training

With the additionsto the tracker describedn this section,
we wereableto trackall peopleandall vehicleswithin the
“Training” sequenceeliably. Therewereno lost or missed
tracksandthepositionandidentity of all peopleandobjects
wascorrectlyestablishedt eachpointin time.

In section4, we will assesghe performanceof the
trackerwhenrun onthe“Testing”sequence.

Figure7: RecwveredTracksafterthe ObjectsPart



4. PerformanceEvaluation

In this sectionwe validatetracking performanceagainus-
ing the PETS2001datasetl, cameraview 1, this time with
the “Testing” sequence As for the training procedurewe
have usedl out of 7 imagesfrom thevideofootage result-
ingin % (roughly 3.6) processedramesper onesecondf
imagery

All peopletrackingis performedusingthe active shape
trackerdescribedn sectionl.1. Moving regionswhich can-
not be identified as peopleare classifiedaccordingto size
andthentrackedusingtheframe-to-frameegiontrackerin-
troducedn section3.

4.1 Tracking Results

Figures8 and9 shaow key framesin the sequenceWe will
give short explanationshere and presentthe conclusions
from trackingin section4.2 below.

Imagesin Figure8 (from top to bottom):

Frame 562 Thetracker hastrackedthe greenPeugeoaind
the pedestriarcorrectly so far, even in this situation
wherea significantpart of the persons outlineis oc-
cludedby thevehicle.

Frame 604 The occlusionof the pedestriarwasnot mod-
elled by the simple blob tracker. As a consequence,
a large part of the personoutline was not detectable
althoughthe peopletracker expectedit to be so we
losttrack. Whenwe re-gaintrack of the persona few
frameslater we do not recognisehis is the sameper
sonasbefore.

Frame 863 The white vanhasdriven pastthe parked Peu-
geot. ThePeugeohadbeendetectedasstaticandtem-
porarily incorporatednto the background.We there-
fore trackthe van correctlyalthoughit getsvery close
to the Peugeot. The personat the left hand side is
detectedand tracked, however, the group of people
at the right is not classifiedcorrectly as the people
tracker cannoteasily extract single silhouetteswithin
thegroup.

Frame 933 The tracker did not predictthe trajectoriesof
the group of peopleandthe white van correctlywhen
they overlappedandfusedin the motionimage. Al-
thoughthe region tracker breaksup the large region
into two smallerregionsit doesnot establisttheir true
identitiesbut insteadmixesup thetracks. The person
in thefrontis accuratelytracked,andthedrivergetting
out of the parked Peugeots detectecat anearly stage.

Figure8: Frames62, 604, 863and933



Figure9: Frames975, 1213 2193and2382

Imagesin Figure9 (from top to bottom):

Frame 975 All 5 peoplein theimagehave beenprecisely
detectecandthey aretrackedfor a few frames. How-
ever, alittle laterin the sequencehe 3 individualsat
theright handsidewill mergeandbuild a closegroup
againwhich meansthat we cannotkeeptrack of the
individualsmakingup the group.

Frame 1213 We have kept track of the pedestriann the
front until they have left theimage. Thedriver of the
Peugeotis leaving the field of view quickly towards
theright, trackedall thetime. Until the groupof peo-
ple leavesthevisible areawe detectpeoplewithin the
group when they are sufficiently isolatedfrom each
other However, thesetracksare not reliableandare
notkeptoveranextendedperiodof time.

Frame 2193 A pedestrianhas enteredthe field of view
from theright andis tracked correctlyuntil they leave.
Thewhite vanhasreversedbackinto theimageandis
detectedas static. However, reflectionson the wind-
screenare not modelledandthereforeshov up in the
motionimage. Thesemotion blobsarefiltered out as
noisebecausehey do not matchthe sizeof thevan.

Frame 2382 At this pointin time, thelighting hasstarted
to change resultingin noisy measurement§om the
motion detector While the peopletracker is not af-
fected strongly yet, the motion image-basedegion
tracker shawvs up erroneousmeasurementsMost of
theseare filtered out as noise becausethey are too
small or they have not enoughtemporalconsisteng
to beacceptedistracks. Thereliability of tracks,how-
ever, is muchreduced. An estatecar hascomeclose
to the parkedvan, at the right handside of the image.
Their motion blobsmerge andthe region tracker can-
not distinguishthetwo vehiclesary more.

4.2. Overall PerformanceDuring Testing

\ehicleTradking: Althoughour new regiontrackerdid very
well in the “Training” sequencethe “Testing” sequence
posedproblemswhich it hadnot beentrainedfor. In par
ticular, thereis a stronglighting variationtowardsthe end
of thesequence;ausingsevereproblemsfor themotionde-
tector This effectis demonstrateih figure 10 which shawvs
the motionimagein frame 2617, one of the last framesin
thesequenceThereasorfor this problemis themotionde-
tector's backgroundupdatingprocesswvhich doesnot adapt
fastenoughto thelighting variation. As a consequenceyur
new region tracker is muchlessreliableasit relieson cor-
rectoutputfrom themotiondetector



In conclusion,we have establishedhat our motion de-
tectorin its currentstateis notsuitablefor usein anoutdoor
sunweillanceapplication.

Figure10: Motion ImageDuring StrongLighting Variation

PeopleTracking: The PeopleTracker hasbeenshavn to
work reliably throughthe whole sequenceaslong aspeo-
ple are sufficiently isolatedfrom other people. Groupsof
peoplecannotbe handledwell when peopleare so close
thatthey significantly occludeeachother’s outlinesin the
image.

Speed:The tracker runsin realtime, more specifically
at approximately5 framesper second,when run on full
PAL-sizedimages.Consideringve have usedonly approxi-
mately3.6imagespersecondf videowe cansayreal-time
performancéasbeenmorethanestablishedThe comput-
ing time includessoftware JPEGdecompressioandanno-
tation outputin XML, but no display (this is doneby the
HumanComputennterfacein the ADVISOR system).The
computerusesan 800 MHz Pentiumlll ™ CPU, running
underGNU/Linux.

5. Discussion

In this paperwe have presentednodificationsto the Read-
ing PeopleTracking Systemin orderto implementsimple
trackingof vehiclesandotherobjectsnot dealtwith by the
original peopletracker. Emphasishasbeenput on keep-
ing the new algorithmssimple and efficient. We have im-
plementeda simple frame-to-frameregion matchingalgo-
rithm, including region meming and splitting accordingto
rulesbasednthesizeof regionsextractedfrom the motion
image. Multiple guessessto the positionand size of ve-
hiclesarematchedo predictionsfrom the previous frame,
aiming at recovery from problemswherea single motion
region containsmore thanone, or only part of a vehicle.
All tracking can be performedin real time on a standard
off-the-shelfcomputer

5.1 Performance

The validation of the tracker shows that althoughthe new
\ehicle Tracking routinesdeal well with simple circum-
stancesthey lack the ability to dealwith multiple moving
regionswhentheregionsoverlapandfuse.A problemhere
is theheavy relianceof theregiontrackingona correctmo-
tion image. In the “Testing” sequencdrom datasetl the
lighting variationtowardsthe end happensso fastthat our
motion detectorcannotrecover, resultingin lost and false
tracks.

Our People Tracking generallygives good results,and
the new algorithmsto incorporateregions (like vehicles)
into the backgroundvhenthey have beenstaticfor only a
few framesimprovestrackingof peoplewalking pastor get-
ting out of vehicleswhich have justbeenparked. Groupsof
peoplestill posea problemfor the peopletracker, because
of its designto usethe outline of asingleperson.

5.2 Future Work

We are currently working on waysto improve tracking of
groupsof people,within the ADVISOR project. Ideasin-
cludetheuseof lower-levelimagecuesfrom simplehuman
featuredetection,and new statisticalmodelsfor shapefit-
ting.

Anotherareaof researchis the identificationof people
when we have lost track of them and re-gaintrack at a
later time. Appearancenodelsbasedon colour and pos-
sibly more information have beenestablishecand will be
implemented.

Thevalidationalsoshownsthatif we areto run our track-
ing systemwithin an outdoorsuneillanceapplication,the
use of a better backgroundmodelling algorithm will be
required. One aspectwhich we have to keepin mind is
thecomputationatostusuallyinvolvedwith morecomplex
backgroundmodelling. The CPU usageof sucha motion
detectommustnot betoo high, in orderto keepsysteminte-
grationcostseconomical.
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