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tIn this paper, two modules of a behavior based roboti
{vision system are des
ribed: Avisual and hapti
 attention me
hanism, and an a

umulation algorithm to extra
t stableobje
t representations within a per
eption{a
tion 
y
le.1 Introdu
tionThe aim of our resear
h is the design and implementation of an a
tive vision system 
oupledwith a robot arm (see �gure 1a) whi
h is able to re
ognise and grasp obje
ts with autonomouslylearned representations. The system shall gain robot 
ontrol over new obje
ts (i.e., grasp a newobje
t in a s
ene) by an instin
tive and rudimentary behavior pattern and use the 
ontrol overthe obje
t to a

umulate a representation of the obje
t and �nally apply these representationsto robustly tra
k, grasp and re
ognise the obje
t in a 
omplex s
ene. Here we des
ribe twomodules of su
h a system and we give an overview about 
urrent and future resear
h.The design of our system is guided by a behavior based paradigm (see [2, 11℄) in a dual sense.Firstly, to perform a 
ertain a
tion we may only need to extra
t a minimum of information (e.g.,to �xate and zoom we do not need any shape information in our system). This is per
eptionfor a
tion. Se
ondly, by a
tive intervention we 
an make tasks easier for per
eption (e.g., inour system �xating and zooming potentially fa
ilitates grasping or, as another example, robot
ontrol over the obje
t helps for the extra
tion of obje
t representations). This is a
tion forper
eption. Usually both aspe
ts | per
eption for a
tion and a
tion for per
eption | o

urtogether in a so 
alled per
eption{a
tion 
y
le (PAC) [5, 12℄, i.e., per
eption and a
tion supportea
h other and depend on ea
h other permanently.We think that a 
omplex vision{based system 
an not start to learn without some kindof prior knowledge [3, 6℄. It 
an neither be a fully predetermined system, be
ause the worldwithin it operates is too 
omplex that algorithms whi
h solve diÆ
ult tasks 
ould be formalisedexpli
itly. Nor 
an it be a fully undetermined stru
ture be
ause the spa
e of possible algorithmsto be explored is mu
h too large. Therefore, a 
ertain amount of a priori knowledge has tobe built in a 
omplex vision system to guide learning. We think that an important part ofthis knowledge are basi
 
ompeten
es (as introdu
ed here), ne
essary to start a bootstrappingpro
ess in whi
h more 
omplex 
ompeten
es 
an be established.In this paper, two modules of su
h a system are des
ribed: A visual and hapti
 attentionme
hanism, and an a

umulation algorithm to extra
t stable obje
t representations within aPAC. In the �rst module (des
ribed in se
tion 2) the system dire
ts its attention to new ob-je
ts and manipulates the a
tive 
omponents (i.e., 
ameras and grasper) su
h that a situation isa
hieved in whi
h grasping be
omes easier: grasper and obje
t appear in the 
entre of a zoomed
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Figure 1: a) A
tive bino
ular head with robot arm. bi-biv) Images of a person entering thes
ene, putting an obje
t into the s
ene and leaving the s
ene. 
) Graph indi
ating a dynami
period by the magnitude of di�eren
es between images. d-h) Stereo images: d) Di�eren
e imagebefore and after the dynami
 period e) Similarities of a Gabor jet extra
ted from the 
entre ofgravity in the left image to the jets extra
ted from other pixel positions of the di�eren
e area.Maxima are de�ned as 
orresponding points. �) Fixation of the new obje
t. �i) Similaritiesof the Gabor jets for �ne tuning of �xation. �ii) Fixation after a se
ond 
amera a
tion. g)Movement of the robot arm to a position near the obje
t. h) Zoom.stereo image pair (see �gure 1h). In this situation grasping of the obje
t 
an be performed usingonly relative positions between grasper and obje
t. The high resolution allows to a

uratelyextra
t 3D{Information about the relative position and orientation of grasper and obje
t bystereo. Our attention module is 
ombined by a number of more primitive 
ompeten
es su
has dete
tion of a new obje
t, �xation, re
ognition of the obje
t under 
ontrolled 
onditions,movement of the grasper, zoom et
. Note that our attention me
hanism is planned not to beonly vision{based. We are 
urrently redeveloping a hapti
 sensor [10℄ whi
h allows to explorean obje
t hapti
ally. Therefore, our attention me
hanism potentially fo
uses visual and hap-ti
 attention to the new obje
t. The visual{hapti
 attention me
hanism is to a wide degreepredetermined but also 
ontains adaptable 
omponents: The grasper is permantly tra
ked bythe system. The information of motor 
ommands and tra
king results allows a self{
alibrationduring the per
eption{a
tion 
y
le.The se
ond module (roughly sket
hed in se
tion 3) uses 
ontrol over the obje
t to extra
ta stable representation. We a

ount for the vagueness of semanti
 information extra
ted fromsingle images by assigning 
on�den
es to this information and a

umulating this informationover an image sequen
e of a 
ontrolled moving obje
t. Although the information extra
ted fromsingle images 
ontains errors (see the representations on the left hand side of �gure 2) a morestable representation 
an be a
hieved by 
ombining information from di�erent images (see righthand side of �gure 2). Be
ause the obje
t 
an 
hange its position and orientation | and this
hange might be wanted be
ause another view of the obje
t gives new information whi
h might



not be extra
table from former ones | we fa
e the 
orresponden
e problem: Corresponden
esbetween entities des
ribing the obje
t in di�erent images (or 3D interpretations extra
ted fromstereo images) are not known. However, the parameters of motion are known sin
e the robotmanipulates the obje
t and the transformations of entities 
an be 
ompensated for ea
h frameof the sequen
e. Knowing the 
orresponden
es, an algorithm 
an be applied to update andimprove the obje
t representation iteratively within a PAC.In its 
urrent state, only these two modules are fully implemented. However, in se
tion 4we give a short overview about our 
urrent and future resear
h aiming at a 
omplete system.One important aspe
t of the design of a 
omplex behavior based vision system is the intera
-tion of modules developed by di�erent people within one software pa
kage to derive 
omplex
ompeten
es from the 
ombination of more primitive 
ompeten
es. We are 
urrently developinga C++{library (KiViGraP, Kieler Vision and Grasping Proje
t) in whi
h this intera
tion isgoing to o

ur (for details see [9℄).2 A
hieving Ta
tile Conta
t by Vision{based Per
eption{A
tionCy
lesOur basi
 behavior to gain ta
tile 
onta
t with a new obje
t 
an be divided into a number ofmore simple 
ompeten
es (des
ribed below). The behavior pattern 
an be understood to a widedegree as a re
ex a
tion: The system \aims" to get in 
onta
t to new obje
ts to explore themvisually and hapti
ally. Going even further, it \aims" to grasp the obje
t using a rudimentaryrepresentation to learn a more sophisti
ated and eÆ
ient representation (see se
tion 3). Duringrobot a
tions a permanent tra
king of the grasper allows to permanently re
alibrate the system.The module des
ribed in this se
tion is going to initiate a situation in whi
h grasping andta
tile exploration is fa
ilitated. Sin
e for the a

umulation s
heme (se
tion 3) it is essentialthat the system has physi
al 
ontrol over the obje
t, the module des
ribed in this se
tion 
anbe understood as part of a bootstrapping pro
ess, that (on
e the system's experien
e has beengrown) 
an be substituted by or transformed into a more goal{oriented behavior pattern. How-ever, the bridge between a
hieving ta
tile 
onta
t and grasping has not yet been built and ispart of 
urrent resear
h.In the following we des
ribe some submodules used to a
hieve ta
tile 
onta
t. The modulesdes
ribed here are not understood to be performed in a sequential pro
ess but as 
ompeten
eswhi
h intera
t with ea
h other (e.g., tra
king and self{
alibration) and whi
h 
an be applied andmixed in a goal oriented manner. It is likely that at the very beginning of the bootstrappingpro
ess the stru
ture and relations of the 
ompeten
ies are more predetermined than after aperiod of adaptation.� Dete
tion of a new obje
t and dete
tion of a suitable time interval for robota
tion: A new obje
t is dete
ted by the di�eren
e in ea
h of the two stereo images beforeand after a dynami
 period, i.e., a period in whi
h people or other obje
ts enter the s
ene(see �gure 1bi{iv). For reasons of grasping su

ess and maintaining safety for peopleintera
ting with the robot, it is ne
essary not to intervene in a dynami
 situation. Thesystem sear
hes for a new obje
t when a dynami
 period o

ured | a person puts a newobje
t into the s
ene | followed by a stable period | the person leaves the s
ene (see�gure 1bi{iv). Figure 1
 shows a graph indi
ating the dynami
 in a s
ene. During aperiod in whi
h the graph shows high values the robot is not allowed to intervene. Thebehavior pattern, responsible for robot and people safety 
an be understood as a permanent(self)prote
tion expert whi
h restri
ts all other robot pro
esses.� Fixation, approa
hing and zooming: In 
ase of dete
tion of a 
hange in the images



before and after the dynami
 period we �xate the new obje
t. The internal 
amera pa-rameters of our bino
ular 
amera-head are 
alibrated at an initialisation stage. Then thesystem re
alibrates itself after a movement by 
omputing the new proje
tion parametersfrom the motion 
ommands given to the 
amera head. This re
alibration is relativelystable even after a number of movements.The two areas whi
h represent di�eren
es in the image (or more pre
isely their 
entreof gravity) give us two 
orresponding points for whi
h we 
an 
ompute a 3D{positionwith our 
alibrated system. Knowing its 3D{position we 
ould easily �xate the obje
tand then doing the 3D{estimation. However, sin
e the 
orresponden
e of two obje
ts isde�ned by the 
entre of gravity of areas (whi
h might not be very pre
ise), the system mayadditionally use information about similarities within a small area around our di�eren
eareas. We 
ompare image pat
hes (with a method similar to [8℄ based on Gabor waveletsand jets) to �nd more pre
ise 
orresponden
es in the two stereo images (see �gure 1e).The system 
an a
hieve a higher robustness by iterativeley 
omputing the distan
e of theobje
t and the image 
enter after �xation. Note that these distan
es also 
an be used as ameasure for the performan
e of the system, i.e., 
an also be used in a more global feedba
kloop to optimize the system.Finally, the robot arm is moved to a position near the 
omputed 3D{position of the obje
t(see �gure 1g) and the system 
an perform a zoom to get a higher resolution of both, theobje
t and the grasper (see �gure 1h).� Re
ognizing grasper and obje
t and performing a se
ond move (not fully im-plemented): After a
hieving higher resolution, we 
an analyse the relative position ofobje
t and grasper (see �gure 1�{iii). In 
ase that the system was not able to a
hieveta
tile 
onta
t (whi
h 
an now be 
he
ked visually and hapti
ally), the system 
an repeatmoves of the grasper to approa
h the obje
t. Note that after �xating and zooming wehave redu
ed the mat
hing problem (�nding grasper and obje
t) signi�
antly. Further-more, sin
e we 
an manipulate the grasper, it is not ne
essary to sear
h for an arbitraryaspe
t of the grasper but its 
urrent 2D{aspe
t 
an be a
tively 
ontrolled.In a further step the obje
t has to be grasped. Sin
e our grasper allows to determinethe su

ess of grasping by measuring the width of the jaws after grasping, a repetition ofgrasping 
an be performed in 
ase of non{su

ess. Furthermore, this measure of su

ess
an be used as feedba
k on a more global learning level.� Tra
king and self{
alibration: The system is equipped with a permanent grasper{tra
king me
hanism whi
h is also based on the jet{representation in [8℄. The 2D{tra
kingresults and the motion parameters given to the robot 
an be 
ompared to re
alibrate thesystem by a simple update rule. It seems to be important that 
alibration does not onlyo

ur at the beginning of a pro
ess (often with an arti�
ial 
alibration pattern) but isperformed permanently during the normal per
eption{a
tion 
y
le. Therefore, we have tofa
e the tra
king of the grasper in our quite un
ontrolled environment. This is known asa very hard mat
hing task whi
h we are able to solve even with our rudimentary obje
trepresentation by allowing only 'sure' mat
hes to be used for self{
alibration (for details see[14℄). Here again, the system's ability to measure the su

ess of performing 
ompeten
esis of signi�
ant importan
e.



Figure 2: left) top: left and right image of an obje
t. bottom: the proje
ted 3D representa-tion extra
ted from the stereo images. middle) Two pairs of stereo images (top: left 
ameraimage, middle: right 
amera image) and the the proje
ted 3D representation (bottom). right)Proje
ted 3D Representation a

umulated over a set of stereo images. The system's 
on�den
efor the presen
e of line segments is represented as grey value (Dark values represent high 
on�-den
es).3 A

umulation of Ina

urate Information to a Robust Obje
tRepresentationAfter grasping the obje
t, an a

umulation s
heme 
an be applied to extra
t a representationof the obje
t. Our a

umulation algorithm 
an be de�ned independently of the entities usedto represent obje
ts. The algorithm also is independent of the 
on
rete equivalen
e relationor transformation used to de�ne 
orresponden
es. It only requires an obje
t representation by
ertain entities for whi
h a metri
 is de�ned and to whi
h 
ertain transformations or equivalen
erelations (here a rigid body motion) 
an be applied. The basi
 idea of the s
heme is that for ea
hentity a 
on�den
e is updated. This 
on�den
e in
reases when 
orresponden
es under the knowntransformation 
an be found in many frames. This a

umulation algorithm is an extension ofan algorithm introdu
ed in [7℄ whi
h has only dealt with 2D representation and translationalmotion. Figure 2 shows the appli
ation of this s
heme to representations 
onsisting of 3D line{segments extra
ted from stereo images. For these entities the 
hange of the transformation anda metri
 
an be 
omputed expli
itly (for details see [1℄).In this s
heme, an entity (here, a 3D line segment) is regarded to be existent only if it hasa

umulated 
on�den
e over time, or more pre
ise, it is understood as an invariant entity inthe time{spa
e 
ontinuum under the equivalen
e relation 'rigid body motion'. Therefore aninterpretation (as a 3D{line segment) is grounded in its 
hange under the 
ontrolled movementof the obje
t: the entity '3D{line segment' establishes itself only if it has been re
on�rmed withinthe per
eption{a
tion 
y
le. Our ansatz is therefore related to the so 
alled symbol groundingproblem (see [4℄), i.e., to the problem to assign meaning to abstra
t entities. Here 'meaning'
an be interpreted as an observable and foreseeable 
hange under a self{performed motion.4 Ongoing and future resear
hWe have introdu
ed two basi
 
ompeten
es of an obje
t re
ognition and manipulation system.In both modules per
eption and a
tion are tightly intertwined within per
eption{a
tion 
y
les



[5, 12℄.Important 
omponents of su
h a system are still missing, su
h as performing grasping of theobje
t after the visual and hapti
 attention me
hanism. However, for su
h a grasp the attentionme
hanism gives a good starting point, be
ause we have only to operate with relative positionsand sin
e we gained high resolution of the important aspe
ts of the s
ene by a
tive 
ontrol ofthe 
amera. Furthermore, we intend to also use hapti
 information for performing the grasp.A further important problem is the appli
ation of our extra
ted representations to re
ognitionand grasping tasks. As a �rst step, we 
ould su

essfully apply an a

umulated representationto the tra
king problem using the pose estimation algorithm in [13℄.We argue that gaining 
ontrol over the obje
t by grasping is a helpful prerequisite for theextra
tion of obje
t representations. Corresponden
es, ne
essary for a

umulation, 
an be 
om-puted sin
e the system has 
ontrol over the obje
t. Furthermore, the system 
an de
ide by itselfwhen the a

umulation pro
ess shall stop, i.e. when a satisfa
torial representation has beena
hieved. Furthermore, it 
an move the obje
t in a position in whi
h a

umulation be
omeseasier (for example with homogeneous ba
kground).We �nd the design of a vision{based robot system in whi
h basi
 
ompeten
es (su
h asintrodu
ed here) intera
t with ea
h other to derive more 
omplex behavior patterns is a 
hal-lenging and demanding perspe
tive. It desires the integration of di�erent dis
iplines su
h asroboti
s, 
omputer vision, signal pro
essing and statisti
al learning as well as the integration ofsoftware developed by di�erent people. Finally, the su

ess of su
h a system should be measuredempiri
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