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tWe introdu
e a roboti
{vision system whi
his able to extra
t obje
t representations au-tonomously utilizing a tight intera
tion of vi-sual per
eption and roboti
 a
tion. Controlledmovement of the obje
t grasped by the robotenables us to �nd 
orresponden
es within animage sequen
e. Analogies to human per
ep-tion and the possibilities of more 
exible appli-
ations with less need for manual interventionare dis
ussed.
1 Introdu
tionModel based vision systems usually apply man-ually designed obje
t representations (see e.g.,[Yuille, 1991℄ or [Lanitis et al., 1997℄). Oftenthese representations are 
onstru
ted by CAD{tools (see e.g., [Hansen and Henderson, 1989℄).These methods usually work well but 
om-monly have drawba
ks with the need of man-ual intervention for 
reating obje
t representa-tions and the �ne{tuning of these representa-tions. Here we demonstrate an autonomous ex-tra
tion of obje
t representations making useof a tight intera
tion of per
eption and a
tion:A

umulation of information takes pla
e withina per
eption{a
tion{
y
le [Koenderink, 1992,

Sommer, 1997℄. As a 
hallenging perspe
tive weaim at a 
oupled roboti
{vision system whi
his not equipped with manually designed obje
trepresentations but the obje
t to be manipu-lated is given to the robot and a representationis a

umulated by it utilizing robot{
ontrolledmovement (see �gure 1 and �gure 3).Feature extra
tion fa
es the problem that se-manti
 information extra
ted by arti�
ial sys-tems from a single image or stereo images evenunder optimal 
onditions is ne
essarily imper-fe
t. For instan
e, although there exist a largeamount of edge dete
tors none of them is 
om-parable to human performan
e. One importantreason for the extremely good performan
e ofhumans on these tasks is that the human vi-sual system applies 
onstraints to interpret a
ertain s
ene or situation. A situation neverstands for itself but is embedded in a time 
on-tinuum [Gibson, 1979℄. Therefore an important
onstraint is the utilization of the 
oheren
e ofobje
ts during a rigid body motion whi
h al-lows to a

umulate information over time. Fur-thermore as additional 
onstraint the statisti
alrelations of the o

urren
e of events (Gestaltprin
iples, see e.g., [Ellis, 1938℄) are used by thehuman visual system to 
orre
t errors o

urringon di�erent levels of visual pro
essing.In this paper we suggest to a

umulate obje
trepresentations from image sequen
es applyingboth 
onstraints (rigid{body motion and theGestalt prin
iple 
ollinearity) mentioned above.We a

ount for the vagueness of semanti
 in-formation extra
ted from single images by as-



signing 
on�den
es to this information and a
-
umulating this information over an image se-quen
e of a moving obje
t. Although the in-formation extra
ted from single images 
ontainerrors (see the representations on the left handside of �gure 1) a more stable representation
an be a
hieved by 
ombining information fromdi�erent images (see right hand side of �gure1). Be
ause the obje
t 
an 
hange its positionand orientation | and this 
hange might bewanted be
ause another view of the obje
t givesnew information whi
h might not be extra
tablefrom another view | we fa
e the 
orrespon-den
e problem: Corresponden
es between en-tities des
ribing the obje
t in di�erent images(or 3D interpretations extra
ted from stereo im-ages) are not known.In this paper the 
orresponden
e problem issolved by making use of intera
tion of a
tionand per
eption, the parameter of motion areknown be
ause the robot manipulates the ob-je
t. Knowing the 
orresponden
es an algo-rithm 
an be applied to update and improve theobje
t representation iteratively. The algorithmis an extension of an algorithm introdu
ed in[Kr�uger, 1998, P�otzs
h et al., 1999℄ whi
h onlyhas dealt with 2D representation and transla-tional motion. At the end of the paper we de-s
ribe analogies to human obje
t per
eption andthe perspe
tive of more 
exible appli
ations ofrobots.2 Extra
tion of Obje
t Rep-resentationsOur algorithm 
an be divided into two parts,prepro
essing and a

umulation. The algorithmis applied to a stereo image sequen
e in whi
hthe obje
t grasped by the robot is shown to thesystem in various positions and orientations (seeimages in �gure 1). A representation is a

umu-lated over the stereo image sequen
e (see �g-ure 1 right). Although the representations ex-tra
ted from one stereo image pair shows miss-ing line segments (left) the a

umulated repre-sentation is more 
omplete (right). In the fol-lowing we give a short des
ription of the algo-rithm, for details see [A
kermann, 2000℄.

2.1 Extra
tion of a 3D Represen-tation from Stereo ImagesIn the prepro
essing step a representation ofthe obje
t grasped by the robot and pre-sented at a 
ertain position and orientationis extra
ted. The orientation of the obje
tdi�ers in ea
h stereo image pair (�gure 1).The obje
t representation 
onsists of lo
al 3D{line segments and is extra
ted using 
alibrated
ameras and epipolar geometry. First, inea
h single image lines are extra
ted usingthe orientation sensitive Hough transformation[Prin
en et al., 1990℄. The Hough lines are di-vided into lo
al line segments a

ording to lo-
al information indi
ating eviden
e for the ex-isten
e of a lo
al line segment at a 
ertain pixelposition in the image (see �gure 2) by eval-uating gradient information. In this way theGestalt prin
iple 
ollinearity is realized: the en-tity 'lo
al line segment' 
an only be extra
tedwhen there is lo
al support (a high magnitudeof the gradient) and global support (the line seg-ment is part of a Hough line). Se
ond, 
orre-sponden
es of line segments in the two stereoimages are found. The epipolar 
onstraint isused to redu
e the sear
h problem to a one-dimensional problem. On the epipolar line 
or-responding to a 
ertain line segment the bestmat
h is de�ned as the 
orresponding entity.For �nding the best mat
h a similarity 
om-bining gray level information (by evaluating the
orrelation of image pat
hes) and semanti
 in-formation (evaluating the di�eren
es in the ori-entation of the found line segments) are used.In most 
ases the 
orresponden
e of 2D line seg-ments de�nes a 3D line segment. In some 
ases,when the 2D line segments are 
lose to a '
riti-
al plane' [Faugeras, 1993, Hahn, 1999℄ the 
or-responden
es do not uniquely de�ne a 3D linesegment and a 3D representation of parts of theobje
t 
an not be extra
ted.The representation extra
ted from a singlestereo image pair usually is not perfe
t (see�gure 1), there are many missing parts (be-
ause of the 
riti
al plane, 
orresponden
es notfound, not dete
ted hough lines or not extra
ted2D line segments in one of the two stereo im-ages) and some 'wrong' line segments (be
auseof wrong 
orresponden
es or wrong 2D line seg-ments extra
ted during prepro
essing). Here



Figure 1: left) top: left and right image of an obje
t. bottom: the proje
ted 3D representationextra
ted from the stereo images. middle) Two pairs of stereo images (top: left 
amera image,middle: right 
amera image) and the the proje
ted 3D representation (bottom). right) Proje
ted3D Representation a

umulated over a set of stereo images. Dark areas represent line segmentsa

umulating high 
on�den
es. Grey areas represent line segments a

umulating medium or low
on�den
es.we fa
e the problem that semanti
 information
an not be extra
ted with suÆ
ient a

ura
yfrom single or stereo images whi
h is also oneof the the reasons for the need of manually de-signed obje
t representations in many arti�
ialsystems.To a
hieve a suitable representation au-tonomously and to over
ome the need of manualintervention we a

umulate eviden
e over a selfgenerated stereo image sequen
e as des
ribed inthe next subse
tion.2.2 A

umulation of Obje
t Rep-resentations in Stereo ImageSequen
esThe obje
t representation 
omputed from the�rst stereo image pair 
onsists of a list L of3D line segments l = (x; y; z; �1; �2; e), i.e., aline segment is des
ribed by its position (x; y; z)and two angles �1 and �2 des
ribing its ori-entation by azimuth angles and its elongatione. For these entities a metri
 d(l; l0) 
an bede�ned whi
h gives low values for similar linesegments and high values for dissimilar line seg-ments. Here similarity is measured in spa
e andorientation, i.e. in the parameters (x; y; z) and(�1; �2) and elongation e.

A rigid body movement M of the robot 
anbe des
ribed by six parameters ~� 2 IR6, threedes
ribing translation and the others des
rib-ing rotation. Let M ~�(L) be the list of lo
alline segments representing the obje
t represen-tation L moved by ~�. Let ~L be the list of lo
alline segments extra
ted from a new stereo imagepair. In this image pair the obje
t is shown af-ter a movement whose parameters ~� are known.For our algorithm the 
orresponden
es betweenthe representations ~L and L have to be known.This 
an be easily a
hieved by applying the rigidbody motionM ~� to the stored representationL:M ~�(L) = ~LAfter a
hieving 
orresponden
es the two rep-resentations M ~�(L) and ~L 
an be merged by asimple update rule. Roughly speaking, for ea
hline segment li in M ~�(L) we sear
h for a linesegment ~lj in ~L whi
h is 
lose to li a

ording toour metri
 d. If su
h a 
orresponding line seg-ment has been found a value 
i, indi
ating the
on�den
e of the system that li is part of the ob-je
t, is in
reased, otherwise it is de
reased. Linesegments in ~L to whi
h no 
orresponden
es inM ~�(L) do exist are in
luded in the a

umulatedrepresentation with only low 
on�den
es. Aftera 
ouple of iterations with di�erent views of the



Figure 2: Left: Extra
ted Hough lines applying orientation sensitive Hough transformation. Right:Lo
al line segments representing the obje
t.obje
t the a

umulated representation be
omesmore and more stable (see �gure 1 right and�gure 3 and 4).3 Analogies to Human Per-
eptionOur system shows an interesting analogy to hu-man obje
t learning. After approximately sixmonths a baby is able to perform visually 
on-trolled movements of its arms. Then babiesare in a position to produ
e 
ontrolled train-ing data as we did with our robot and 
am-era. Interestingly enough, the infants' 
on
eptof obje
ts 
hanges dramati
ally at this stage ofdevelopment: babies younger than six monthsper
eive an obje
t as \something at a 
ertainposition" or \something moving with a 
ertainvelo
ity". Obje
ts have no \above, below, left,right, in front or behind" [Bower, 1971℄. Afterapproximately six months the representation ofobje
ts starts to be based on form [Bower, 1971℄and obje
ts aquire perman
y, i.e., obje
ts 
on-tinue to exist for the baby while being o

luded[Piaget, 1976℄. To our knowledge the relation-ship between self{
ontrolled movements of ob-je
ts and internal obje
t representation has notbeen investigated in any detail. Nevertheless,the ability to 
reate a situation in whi
h an ob-je
t appears under 
ontrolled 
onditions and inwhi
h 
orresponden
es 
an be a
hieved by mak-

ing use of also body movement information mayhelp, as in our system, to extra
t suitable rep-resentations of obje
ts.4 Con
lusionWe showed that our algorithm is able to a
-
umulate autonomously representations utiliz-ing self{
ontrolled movements. For the futurea robot systems equipped with the ability toextra
t eÆ
ient obje
t representations in a nor-mal environment promises more 
exible appli-
ations of robot vision systems. Instead of beingequipped with manually de�ned representationsthe robot may use its own ability as a basis formanipulation and re
ognition.A
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Figure 3: Learning of an obje
t representation (Frame 1{6). Left: one of the stero images. Middle:Representation extra
ted from one stereo image pair. Right: A

umulated representation.



Figure 4: Learning of an obje
t representation (Frame 7{11). Left: one of the stero images. Middle:Representation extra
ted from one stereo image pair. Right: A

umulated representation.
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