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2 BasicsIn this section we de�ne the discrete quaternionic Fourier transform (DQFT),which is based on the continuous transform proposed independently by Ell andB�ulow [6, 2]. Furthermore, we state the standard 1-D fast Fourier transform(FFT1) and the 1-D fast Hartley transform (FHT1). We suppose that the readeris familiar with the algebra of quaternions IH, the Fourier transform and theHartley transform.2.1 The Quaternionic Fourier TransformLet f1; i; j; kg denote the basis of the algebra of quaternions IH, where we havei2 = j2 = k2 = �1 and ij = �ji = k. The coe�cient-selection operators arede�ned by Re(q) + iIm(q) + jJm(q) + kKm(q) = q for q 2 IH. The discretequaternionic Fourier transform (QFT) is de�ned by sampling the QFTF qu;v = M�1Xm=0 N�1Xn=0 e�i2�um=Mfm;ne�j2�vn=N ; (1)according to [3].The inverse transform is obtained by changing the signs in the exponentialterms and by multiplying an additional normalizing factor (MN )�1. Except forthe di�erent imaginary units, the QFT is calculated in the same way as thecomplex Fourier transform.The quaternionic spectrum of a real signal is quaternionic Hermite symmet-ric, i.e. we haveF q(u;�v) = �(F q(u; v)) and F q(�u; v) = �(F q(u; v)) ; (2)where �(q) = �iqi and �(q) = �jqj are two non-trivial involutions of thequaternion algebra. Hence, the QFT of a real signal consists of 75% redundantdata.2.2 The Fast Fourier Transform and the Fast Hartley TransformIn this paper, we use the discrete Fourier transform (DFT) without a normaliz-ing factor. Applying the decimation of time method, we obtain the formula forthe FFT Fu = F eu + e�i2�u2�kF ou ; (3)where F; F e, and F o denote the spectra of f; fe, and fo , respectively, andfem = f2m and fom = f2m+1.The Hartley transform [1] is a real valued integral transform. The only formaldi�erence to the complex (inverse) Fourier transform is that the sine-function inthe kernel is not multiplied by the imaginary unit.The discrete Hartley transform (DHT) is de�ned byHu = M�1Xm=0 fmcas(2�mu=M ) = M�1Xm=0 fm(cos(2�mu=M ) + sin(2�mu=M )) : (4)



The shift-theorem of the DHT reads [1]MXm=0 fm�acas(2�mu=M ) = Hu cos(2�au=M ) +HM�u sin(2�au=M ) : (5)Consequently, the decimation of time method yields a formula, which is dif-ferent from (3):Hu = Heu +Hou cos(2�u2�k) +Hou sin(2�u2�k) ; (6)whereH;He, andHo denote the Hartley transforms of f; fe, and fo, respectively,and fem = f2m and fom = f2m+1.3 Fast Algorithms for 2-D SignalsIn this section, we describe the row-column method, which yields a fast algorithmfor an n-D transform using 1-D transforms. Another approach for developing fastalgorithms is the 2-D decimation method which divides the signal into four parts[8]. Finally, the mappings between the Hartley transform, the QFT and thecomplex spectrum of a 2-D signal are given.3.1 The Row-Column MethodConsider a 2-D integral transform whose kernel is separable. Such a transformcan be calculated by applying 1-D transforms on each coordinate. Without lossof generality, we �rstly apply the transform with respect to the x-coordinate andsecondly wrt. the y-coordinate.Since the kernels of the complex 2-D Fourier transform and the QFT areseparable, we can state the row-column algorithm of FFT1s (RC-FFT1).1. The 2-D Fourier transform is separable. Therefore, the complex Fouriertransform of a 2-D signal fm;n can be calculated by applying the 1-D FFT toeach column of f̂u;n. Thereby, the signal f̂u;n is obtained by the applicationof the 1-D FFT to each row of fm;n. Hence, the spectrum can be calculatedby M +N 1-D transforms.2. The QFT is separable, too.Fqu;v = N�1Xn=0 �M�1Xm=0 e�i2�um=M�Re(fm;n) + iIm(fm;n)�| {z }friu;n+M�1Xm=0 e�i2�um=M�Jm(fm;n) + iKm(fm;n)�| {z }fjku;n j�e�j2�vn=N= N�1Xn=0 �Re(friu;n) + Re(fjku;n)j| {z }f̂Ru;n �e�j2�vn=N + iN�1Xn=0 � Im(friu;n) + Im(fjku;n)j| {z }f̂Iu;n �e�j2�vn=N : (7)Therefore, the QFT of a 2-D signal fm;n can be calculated by applying the1-D FFT to each column of both f̂Ru;n and f̂Iu;n. Hence, the QFT can becalculated by 2M + 2N 1-D FFTs.



Note 1. The Hartley kernel is not separable, sincecas(2�(um+ vn)) 6= cas(2�um)cas(2�vn) : (8)Nevertheless, the application of the row-column method to FHT1s (RC-FHT1)yields an interesting transform, since the DQFT of a real signal can be synthe-sized from the RC-FHT1 (see Sect. 3.3). The only di�erence between the 2-DDHT and the result of the RC-FHT1 is the sign of the component, which is oddwrt. both coordinates.3.2 The 2-D Decimation MethodFast algorithms for the 2-D transforms can be developed by dividing the spatialdomain with respect to both coordinates:feem;n = f2m;2n foem;n = f2m+1;2n feom;n = f2m;2n+1 foom;n = f2m+1;2n+1 : (9)Note that the signal must be of quadratic shape 2k� 2k = N �N . The (quater-nionic) Fourier transforms of fee; foe; feo, and foo are denoted by F ee; F oe; F eo,and F oo, respectively. The corresponding Hartley transforms are denoted byHee;Hoe;Heo, and Hoo. Using this notation, we can state the following equa-tions:Fu;v = F eeu;v + F oeu;ve�i2�u=N + F eou;ve�i2�v=N + F oou;ve�i2�(u+v)=N (10)F qu;v = F eeu;v + e�i2�u=NF oeu;v + F eou;ve�j2�v=N + e�i2�u=NF oou;ve�i2�v=N (11)Hu;v = Heeu;v +Heou;v cos(2�v=N ) +Heou;�v sin(2�v=N ) +Hoeu;v cos(2�u=N ) (12)+Hoe�u;v sin(2�u=N ) +Hoou;v cos(2�(u+ v)=N ) +Hoo�u;�v sin(2�(u + v)=N )where N = 2k � 2, �u = N � u and �v = N � v.Note 2. We cannot apply the n-D decimation method to the Cli�ord Fouriertransform (CFT), since this method requires a commutative algebra if n > 2. TheCFT is the generalization of the QFT for higher dimensions [2]. This problemconcerning the decimation can be solved by embedding the transform into adi�erent, commutative algebra [7].3.3 The Mappings between the SpectraSince we can convert each complete transform into each other, we have six map-pings which describe the relation between the DHT, the DQFT and the DFT ofa real signal. We de�ne four operators, which yield the even and odd part of a2-D signal wrt. the x- and the y-coordinateEe(f(x; y)) = 14 (f(x; y) + f(�x; y) + f(x;�y) + f(�x;�y))Eo(f(x; y)) = 14 (f(x; y) + f(�x; y) � f(x;�y) � f(�x;�y))Oe(f(x; y)) = 14 (f(x; y) � f(�x; y) + f(x;�y) � f(�x;�y))Oo(f(x; y)) = 14 (f(x; y) � f(�x; y) � f(x;�y) + f(�x;�y)) : (13)



Using this operators, we obtain the following Table 1.Note that the row-columnmethod applied to 1-DFHTs yields a transformwhich di�ers from the2-D DHT wrt. Oo(H)only. Let Ĥ denote thetransform which is calcu-lated by the RC-FHT1.Then, Oo(H) = �Oo(Ĥ).Hence, Ĥ is a completerepresentation and we canobtain the DQFT by ap-plying the RC-FHT1 al- transform relation to DHTF = Ee(H)� iEo(H)� iOe(H) + Oo(H)F q = Ee(H) � jEo(H)� iOe(H)� kOo(H)relation to DFTH = Ee(F ) + iEo(F ) + iOe(F ) + Oo(F )F q = Ee(F ) + kEo(F ) + Oe(F )� kOo(F )relation to DQFTH = Ee(F q) + jEo(F q) + iOe(F q) + kOo(F q)F = Ee(F q)� kEo(F q) + Oe(F q) + kOo(F q)Table 1: Relations between the transformsgorithm F q = Ee(Ĥ)� jEo(Ĥ) � iOe(Ĥ) + kOo(Ĥ) : (14)4 ComplexitiesIn this section, we consider the complexities of the presented algorithms, in orderto decide which one is the fastest. Since the DFT and the DQFT of a real signalcontain redundancy, we present one approach which reduces the redundancy inorder to speed up the algorithm. Besides the theoretic complexities, we considerthe execution time of real implementations.4.1 OptimizationsFirst of all, we have one e�ect which can be used to speed up any of the presentedtransforms. We know that a phase-shift by � yields a change of sign. Due to thisfact, we can calculate the values at the frequencies u and u+N=2 using the sameaddends, e.g. � FuFu+N=2� = �1 11 �1�� F eue�i2�u=NF ou� : (15)Consequently, the number of multiplications for each n-D fast transform is di-vided by 2n. Furthermore, we decrease the number of additions for the FHTsince we have� HuHu+N=2� = �1 11 �1�� HeuHou cos(2�u=N ) +HoN�u sin(2�u=N )� (16)in the 1-D case.Due to Hermite symmetry, we have a redundancy of 50% for the DFT andof 75% for the DQFT. We can use the Hermite symmetry directly by copyingthe data and changing the signs in the imaginary parts. This method yields a



lower complexity of arithmetic operations, but increases the number of mem-ory accesses. Therefore, it is advantageous to use an implicit method, calledoverlapping [4].The idea of the latter is to create a new, complex signal �f = fe + ifo of thelength N=2. Since the DFT is linear, the spectra F e and F o can be extractedfrom the spectrum �F of �f ( �F = F e+iF o). Hence, the complexity is divided by anasymptotic factor of two. For the FQFT, we can apply the same approach, i.e. wehave �f = fee + ifoe + jfeo + kfoo. This increases the asymptotic complexity byfour.4.2 Evaluation of the ComplexitiesSince modern processors evaluate oating point multiplications as fast as addi-tions [11, 5, 12], we do not only consider the number of oating point multipli-cations, but also the number of additions and the total number of oating pointoperations (ops). Since we can easily convert one spectrum to another, it is notcrucial for the estimation of the complexity, if the calculated spectrum is real,complex or quaternionic. Nevertheless, our aim is to develop the fastest way tocalculate the DQFT.In the Table 2, the ops of the presented 1-D fast algorithms can be found.Every algorithm uses thee�ect of the �-phase, andthe FFT1 algorithm for realsignals uses overlapping. Forthe sake of clarity we sup-pose that overlapping halvesthe complexity. Note thatthis is not true for �nite sig-nal lengths. The complexity transform multiplications additions opsFHT1 N log2N 32N log2N 52N log2NFFT1 (IR) N log2N 32N log2N 52N log2NFFT1 (C) 2N log2N 3N log2N 5N log2NTable 2: Complexities of the presented 1-D algorithmsis reduced by a factor less than two in this case.In the Table 3, the ops of the presented 2-D decimation algorithms andthe row-column algorithms can be found. Every algorithm uses the e�ect of the�-phase, where the matrix of combinations of the signs can be separated [9]:0B@1 1 1 11 �1 1 �11 1 �1 �11 �1 �1 1 1CA = 0B@ 1 0 1 00 1 0 11 0 �1 00 1 0 �11CA0B@1 1 0 01 �1 0 00 0 1 10 0 1 �11CA : (17)The separation de-creases the numberof additions neededfor the four quad-rants by two thirds.Furthermore, theFQFT algorithm forreal signals uses over-lapping. For the sakeof clarity we providethat overlappingquarters the complex-ity. Again, this is not
transform multiplications additions opsRC-FHT1 2N2 log2N 3N2 log2N 5N2 log2NRC-FFT1 (IR) 3N2 log2N 92N2 log2N 152 N2 log2NRC-FFT1 (IH) 8N2 log2N 12N2 log2N 20N2 log2NFHT2 32N2 log2N 114 N2 log2N 174 N2 log2NFFT2 (IH) 6N2 log2N 11N2 log2N 17N2 log2NFQFT (IR) 2N2 log2N 2N2 log2N 4N2 log2NFQFT (IH) 8N2 log2N 8N2 log2N 16N2 log2NTable 3: Complexities of the presented 2-D algorithms



true for �nite signal sizes.Note that the RC-FFT1 (IR) algorithm uses three overlapping FFT1s since in(7) fjk = 0 and both f̂R and f̂I are real valued. The FFT2 (IR) is omitted sinceoverlapping cannot be applied in this case, unless the DQFT is used [4].4.3 Comparison of the AlgorithmsAccording to Table 2, the fastest algorithm for calculating the 1-D Fourier trans-form of a real signal is the FHT1 or the FFT1 with overlapping. Since the over-lapping yields a high linear complexity, we prefer the FHT1.In a real implementation, the time for the memory access cannot be neglected.Therefore, the FHT1 and the FFT1 with overlapping are not twice as fast asthe FFT1 without overlapping. Our implementation of the FHT1 takes less thantwo thirds of the execution time of the FFT1 from the numerical recipes [10],but it takes more than one half of the time (e.g. 5:0 s versus 8:9 s).For complex signals, the FFT1 is the fastest algorithm. The execution of twoFHT1s takes more execution time than one FFT1.The quaternionic Fourier transform of a 2-D signal can be calculated in manyways. According to Table 3, we have the following ranking of algorithms for realsignals: FQFT, FHT2, RC-FHT1, RC-FFT1. Note thatfor the execution time wehave another ranking. Theoverlapping in the FQFT al-gorithm yields a high quad-ratic complexity. Hence, forrealistic sizes the Hartleytransforms have lower com-plexities. In real implemen-tations, the RC-FHT1 algo-rithm takes the least execu-tion time, since the mem-ory access of the FHT2 ismore complicated. Depend-ing on the implementation,we have the execution timeranking RC-FHT1, FHT2,RC-FFT1, FQFT (Fig. 1). 100 200 300 400 500 600 700 800 900 1000 1100
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FQFTFig. 1: Execution time for the estimation of the DQFTon a SPARCstation 10For quaternionic signals, we have the following ranking according to Table 3:FQFT, FFT2, RC-FFT1. Though the FFT2 should be faster than the RC-FFT1(as well for the evaluation of the DQFT as for the DFT), most implementationsof the FFT2 are RC-FFT1 algorithms [10]. Depending on the implementation,we have the execution time ranking RC-FFT1, FFT21, FQFT2.For both cases of the DQFT (real and quaternionic signal), the row-columnmethod has the advantage that both coordinates are independently extended toa power of two. For the 2-D decimation algorithms, the signal must in additionbe quadratic.1 We provide that the FFT2 is implemented by FFT1s.2 The memory access is distributed over the whole data, which yields a slower execu-tion.



5 ConclusionWe have presented di�erent algorithms for evaluating the DQFT of real andquaternionic signals. The comparison of these algorithms, their complexities andtheir execution times yield some characterizing properties:- We have algorithms which are based on well known transforms (e.g. on theFFT1) and we have some which are new (FQFT).- Some algorithms are modular (row-column) and some are monolithic.- The implementation can yield a simple and short code (FFT1) or a compli-cated and extensive code (FQFT with overlapping).- The algebraic representation can be simple (FHT1) or complicated (FQFT).In our experiments we ascertained that those algorithms which can be imple-mented most easily and which are modular have the shortest execution timethough their theoretic complexity is not the lowest. Obviously, the implementa-tions are faster, if they use simple algebraic representations. On the other hand,the FHT1 (6) has more addends than the FFT1 (3). Hence, the FFT1 is theoptimal transform for signals which are not real valued.Since we can construct a very fast algorithm using the standard FFT1, thereis only little programming e�ort to obtain an implementation which evaluatesthe DQFT. For real signals, the FHT1 should be used instead of the FFT1,which yields a shorter execution time and less programming e�ort than an im-plementation of overlapping.References[1] R. N. Bracewell. The Fourier transform and its applications. McGraw Hill, 1986.[2] T. B�ulow and G. Sommer. Algebraically Extended Representation of Multi-Dimensional Signals. In Proceedings of the 10th Scandinavian Conference onImage Analysis, pages 559{566, 1997.[3] T. B�ulow and G. Sommer. Multi-Dimensional Signal Processing Using an Alge-braically Extended Signal Representation. In G. Sommer and J.J. Koenderink,editors, Int'l Workshop on Algebraic Frames for the Perception-Action Cycle, AF-PAC'97, Kiel, volume 1315 of LNCS, pages 148{163. Springer, 1997.[4] V. M. Chernov. Discrete orthogonal transforms with data representation in com-position algebras. In Proceedings of the 9th Scandinavian Conference on ImageAnalysis, pages 357{364, 1995.[5] Digital Equipment Corporation. Digital Semiconductor Alpha 21164PC Micro-processor Data Sheet3, 1997.[6] T. A. Ell. Hypercomplex Spectral Transformations. PhD thesis, University ofMinnesota, 1992.[7] M. Felsberg. Signal Processing Using Frequency Domain Methods in Cli�ordAlgebra4. Master's thesis, Christian-Albrechts-University of Kiel, 1998.[8] M. Felsberg et al. Fast Algorithms of Hypercomplex Fourier Transforms. InG. Sommer, editor, Geometric Computing with Cli�ord Algebra, Springer Seriesin Information Sciences. Springer, Berlin, 1999. to appear.[9] B. J�ahne. Digitale Bildverarbeitung. Springer, Berlin, 1997.[10] W. Press et al. Numerical Recipes in C. Cambridge University Press, 1994.[11] Silicon Graphics, Inc. MIPS RISC Technology R10000 Microprocessor TechnicalBrief5, 1998.[12] Sun Microsystems, Inc. UltraSPARC-II Data Sheet6, 1998.3 http://ftp.digital.com/pub/DECinfo/semiconductor/literature/164pcds.pdf4 http://www.ks.informatik.uni-kiel.de/~mfe/research.html5 http://www.sgi.com/processors/r10k/tech info/Tech Brief.html6 http://www.sun.com/microelectronics/datasheets/stp1031/index2.html


