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Abstract

Keywords: Isotropic, phase based, local signal analysis, analytic signal, mono-
genic signal, conformal space, projective space, Hilbert transform, Radon
transform, Clifford analysis, hybrid matrix geometric algebra.

This technical report covers a fundamental problem of 2D local phase based
signal processing: the isotropic generalization of the analytic signal (D. Ga-
bor) for two dimensional signals. The analytic signal extends a real valued
1D signal to a complexr valued signal by means of the classical 1D Hilbert
transform. This enables the complete analysis of local phase and amplitude
information. Local phase, amplitude and additional orientation information
can be extracted by the monogenic signal (M. Felsberg and G. Sommer)
which is always restricted to the subclass of intrinsically one dimensional
signals. In case of 2D image signals the monogenic signal enables the rota-
tionally invariant analysis of lines and edges. In contrast to the 1D analytic
signal the monogenic signal extends all real valued signals of dimension n
to a (n + 1) - dimensional vector valued monogenic signal by means of the
generalized first order Hilbert transform (Riesz transform). In this technical
report we present the 2D analytic signal as a novel generalization of the 2D
monogenic signal which now extends the original 2D signal to a multivector
valued signal in conformal space by means of higher order Hilbert transforms
and by means of a hybrid matriz geometric algebra representation. The 2D
analytic signal can be interpreted in conformal space which delivers a de-
scriptive geometric interpretation of 2D signals. One of the main results of
this work is, that all 2D signals exist per se in a 3D projective subspace of
the conformal space and can be analyzed by means of geometric algebra. In
case of 2D image signals the 2D analytic signal enables now the rotational
invariant analysis of lines, edges, corners and junctions.
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Chapter 1

Introduction

Low level two-dimensional image analysis is often the first step of many
computer vision tasks. Therefore, local signal features with geometrical and
structural information determine the quality of subsequent higher level pro-
cessing steps. It is important not to lose or to merge any of the original
signal information within the local neighborhood of the test point'. The
constraints of local signal analysis are: to span an orthogonal feature space
(split of identity) and to be robust against stochastic and deterministic de-
viations between the actual signal and the assumed signal model.

One of the fundamental problems in signal processing is a good signal repre-
sentation. Such a signal representation is the local phase information which
is a robust feature with respect to noise transformations [20, 14, 13]. In
case of image signals it is shown in [24] that the original signal can be re-
covered to a fairly large extend by using only its phase information while
setting its amplitude information to unity. In contrast to that, if only the
amplitudes are obtained and the phases are set to zero, the recovered image
signal is completely indiscernible. Therefore phase based signal processing
has found success in many applications, such as disparity estimation of stereo
[14], matching [6], face recognition [30], etc.

This technical report is organized as follows: First a 1D signal model and
the related classical analytic signal will be introduced which extends the 1D
real valued signal to a complex valued one by means of the classical Hilbert
transform. It will be shown that the assumed signal model results from the
application of a scale space operator to the original signal.

To solve problems of 2D signal processing, first 2D signals will be classified

IThere is no method of signal analysis which is universal in respect of any arbitrary
local 2D structure. Hence, it is necessary to formulate a model of local signal structure
as basis of the analysis. The great challenge is the search for a most general model which
can cope with as much as possible variants of local signal structure.
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into classes of different intrinsic dimensions.

Furthermore, to extend the analytic signal the classical 1D Hilbert transform
will be generalized to the so called Riesz transform of arbitrary order, abbre-
viated by Hilbert transform. In this context the relation of the 2D Hilbert
transform and the 2D Radon transform will be shown which is essential for
interpretation of the assumed signal models.

Since the signal models result from the application of the Poisson scale space
operator to the original signal, the Hilbert transforms of order one, two and
three will be derived in Poisson scale space.

By means of the first order Hilbert transform now signals of intrinsic dimen-
sion one (i1D) can be analyzed by the 2D monogenic signal. The interpre-
tation of the 2D monogenic signal as a 3D vector in Euclidean space will be
done geometrically.

To get rid of the restriction to i1D signals now also i1D and i2D signal mod-
els will be defined and analyzed by the first order and second order Hilbert
transform. It will be shown that real valued 2D signals may be written in ma-
trix form which are isomorphic to so called multivectors in conformal space
by means of a hybrid matrix geometric algebra. The result of this mapping
is that 2D signals exist per se in a 3D projective subspace of the conformal
space which can be used for analyzing 2D signals and separation of superim-
posed 11D signals which build up the 2D signals.

In the practical part of this report the 2D analytic signal will be implemented
in C++, discussed and some results of the 2D analytic signal will be illus-
trated as well as some quantitative experimental 3D plots will be presented
with comparisons of the 2D monogenic signal and the 2D analytic signal.
In the final outlook a generalization of the 2D analytic signal to any signal
model will be constructed. The goal of future work will therefore be the
general geometric interpretation of 2D signals in conformal space.



Chapter 2

The 1D Analytic Signal

To solve phase based 2D signal analysis problems, first phase based 1D signal
analysis has to be considered. From Fourier analysis it is well known that
each 1D signal g € Ly(R,R) can be approximated with infinite small error
by its Fourier series

g(z) = Z a, cos(2mvz + ¢,)

with v as the frequency. Each frequency component with its appropriated
individual phase and amplitude can be analyzed separately. This selected
frequency of interest carries the structural information of the signal and has
to be extracted from the original signal by applying a filter operator P{-}
before analysis. Therefore, the local 1D signal model at the origin 0 of the
applied local coordinate system reads

g° = acos ¢ := agcos o, = P{g}(0; s)

with the abbreviation a := a,, ¢ := ¢, and with s > 0 as the scale space
parameter of the filter operator P{-} which will be specified later. Since
the local signal model is assumed to be an even function (i.e. cos(z) =
cos(—z) Vx € R) it is called the even part ¢g¢ of the analytic signal. The
corresponding odd part can be calculated by means of convolution of the
filtered original signal with the classical 1D Hilbert transform kernel h(7) :=
1

T
o

g° :=asing :=a,sinp, = (h* P{g})(0;s)

with * as the 1D convolution operator and

(h+ P{g})(z:s) = ~P.V. / Pighle =7s) ).

™ T

TER



as the classical 1D Hilbert transform of the signal g in scale space and P.V.
as the Cauchy principal value. Since the Hilbert transform of the original
signal is locally an odd function (i.e. sin(z) = —sin(—=z) Vx € R) it is called
the odd part g° of the analytic signal.

One important local structural feature of the filtered signal P{g} is the local
phase ¢ € [0,27) [22] because it is independent of the local signal amplitude
a [18]. The local phase can be determined by

¢ = arctan g_e
Y

and the local signal amplitude can be determined by

The vector valued extension [¢€, gO]T of a scalar valued one-dimensional sig-
nal g is called analytic signal. Note that originally the analytic signal has
been defined as a complex valued signal with ¢¢ as the real part and ¢° as
the imaginary part [16].

The 1D analytic signal has been used also in 2D signal processing. This
makes necessary to extend the classical 1D Hilbert transform to multiple
dimensions. There are several approaches in the literature which lack the
required rotational invariance of the multidimensional Hilbert transform, see
(19, 5].

One possible generalization of the one-dimensional Hilbert transform to higher
dimensions is the Riesz transform which will be called Hilbert transform in
this technical report.

10



Even part of the signal
— Odd part of the signal
_— Original signal

Local test point
Figure 2.1: Illustration of a 1D signal and its even and odd part in scale

space (for the frequency v = 1Hz) with local amplitude a = 1 and local
phase ¢ = 2 at the test point x = 2 of local interest.

11



12



Chapter 3

2D Signal Classification

2D signals f € Lo := Lo(R? R) are classified into local regions N C € of
different intrinsic dimensions [32] (which correspond to their codimension).
The intrinsic dimension expresses the number of degrees of freedom necessary
to describe local structure. Constant signals are of intrinsic dimension zero
(i0D), lines and edges are of intrinsic dimension one (i1D) and all other
possible patterns are of intrinsic dimension two (i2D) (see figure 3.1)

i0D = {f € L2 : f (.CEZ) = f (.CE]) V:Ei,xj € N}
1D = {f € Ly: f(z,y) = g(xcosh+ysinb) V(z,y) € N} \i0D
i2D = Ly \ (i0DUilD)

with ¢ € Ly(R,R). In general i2D signals can only be modeled by an infinite
number of superimposed 11D signals. Therefore, it is essential to assume a
certain signal model or a set of certain models for exact i2D signal analysis.
Furthermore the intrinsic dimension depends also on the scale at which the
signal will be considered locally.

From a statistically point of view, the frequency of occurrence of local regions
with different intrinsic dimension in real 2D images appears in the following
upward order

U{(ll?,y) € N;: fln, € iOD}

J

> I {(,y) € N : fln, €ilD}

> W {( ) € N;: fln, € 2D}

13



Figure 3.1: Top row from left to right: A constant signal (i0D) and an
arbitrarily rotated 1D signal (i1D). Bottom row from left to right: Two i2D
signals which consist of two superposed i1D signals. Note that all signals
displayed here preserve their intrinsic dimension globally.

with the partition Q2 = U ;N; of the image signal.

14



Chapter 4

Generalized Hilbert Transform

Phase based [6] 1D signal analysis will be done by the analytic signal and the
classical 1D Hilbert transform [16]. Analysis of 2D signals will be done by the
generalized Hilbert transform [4] which will be abbreviated by Hilbert trans-
form. The Hilbert transform is also known as Riesz transform. To enable
local signal analysis in scale space with individual scale space parameters at
every test point within the 2D signal, it is essential that the Hilbert trans-
form of arbitrary order n can be done by convolution in spatial domain and
without the need of Fourier transformation.

Instead of writing the spatial domain coordinates in vector form (z,y) € R?
they will be now expressed as a complex number z € C with z := z + iy.
According to [21] for € := & + i € C and the 2D signal f € Ly(C,R) the
Hilbert transform of order n € N is defined by

HO{f}z) = Rl HfI()

n-times

. n f(&)
- 5/ Gl —epr ©

geC

15



4.1 First Order Hilbert Transform

For n = 1 the ordinary first order Hilbert transform in two dimensions is
obtained as

HO{f}(=) = _%/(z—g)(lli)'—ﬁﬂ *
=

_ L (@8 e g

2w ) =€
&eC

1 (y—&)
2w ) 2 =&l
geC

= —H AN i)

f(&) dg

This results in the following 2D convolution kernels of the first order Hilbert
transform

WO (x,y) = { Zz } (@) = m { ﬂ

These kernels can be directly used to calculate the first order Hilbert trans-
form of a two-dimensional signal f € Lo(R? R) in spatial domain without
the need of any Fourier transform.

4.2 Second Order Hilbert Transform

The convolution kernel in spatial domain of the second order Hilbert trans-
form for (n = 2) results in the Beurling-Ahlfors transform for the signal
f € Lo(C,R) (which is without loss of generality defined on the complex
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numbers) and reads

H(2){f}(2> = _% / (Zf£§2)2 dg

&eC

_ _l (x—fl)Qf(f)
- / @& (-Gt — &)y &) ©

£eC
1 (?J - 52)2f(§)
' ”ge[c 6P (-Gt — &)y &) ©
g (x —&)(y—&)f(€)
i / 6P (&) &)y &P ®

geC

= —Had f3(2) + Hyy {}(2) + 2Hay {f}(2) -

This results in the following 2D convolution kernels of the second order
Hilbert transform

B 1 x?

h’(2) ) = hl‘ 3 = T 5 oo
(. y) , y | (@) (22 + y?)2 xg
vy Yy

These kernels can be directly used to calculate the second order Hilbert trans-
form of a two-dimensional signal f € Lo(R? R) in spatial domain without
the need of any Fourier transform.

4.3 Relation of the Hilbert Transform and
the Radon Transform

The Hilbert transform can be expressed using the Radon transform, its in-
verse and the classical 1D Hilbert transform. Note that the relation to the
Radon transform is required solely for interpretation and theoretical results.
Neither the Radon transform nor its inverse are ever applied to the signal in
practice. Instead, the Hilbert transformed signal will be determined by con-
volution with the Hilbert kernels in spatial domain. The 2D Radon transform

£.(£,0) == R{f},0) 2] is defined by

R{f}(t,0) = / f(z,y) do(xcosh + ysind —t) d(z,y)

(z,y)€R?

17



with 6 € [0,7) as the orientation, ¢ € R as the minimal distance of the line
to the origin (0,0) € R? of the local coordinate system and 8y as the Dirac
delta distribution. The inverse 2D Radon transform exists and is defined by

RS y) = / / ol B0 g

xcos@—kysm@—t
teR

Now the Hilbert transform will be expressed by the classical 1D Hilbert
transform, the Radon transform and its inverse

cos 6
sin @

o) =R | o | (o)« £0.0) )

HLPH(:6)

with
H{fr}(t;e):—%P.V. / MdT

TER
as the classical 1D Hilbert transform in Radon space. In other words, the
Hilbert transform applies a one-dimensional Hilbert transform to the Radon
space representation f,.(t;6) of the original signal along the parameter ¢t € R
for each orientation angle 6 € [0, 7) separately.
In the following it will be shown that the first order Hilbert transform can
be written in terms of the Radon transform R {-}, its inverse R™' {-} and
the 1D Hilbert transform.
The proof will be shown in Fourier domain by means of the Fourier slice
theorem (FST). The 1D Hilbert transform can be written in Fourier space
as

H(u) :=Fi {h} (u) =isign(u), u e R

with
1, u>0
sign(u) :=¢ —1, u<0
0, u=0
which can be also written in terms of pin = sign(u) for v € R\ {0} and i

as the imaginary unit of the complex numbers C. The 2D Hilbert transform
kernel can be represented in Fourier space by

HO (u) := F {hV} (u) IW we R\ {(0,0)}

and is written as components in x and y direction

.ucost

H.(ung) :=Fo{h,}(ung) = IW, ue R\ {0}

18



and )
.usind

1—
lull

Hy(ung) = Fo{hy} (ung) = ueR\{0}.

By means of the Fourier slice theorem
FiAR{}} (u,0) = Fo{-} (ung), ueR

with Fy {-} (u,0) € C as the 1D partial Fourier transform of a 2D signal in
direction of 6 € [0,27) and ng := [cosf,sin6]”, it will be shown that the
Hilbert transform can be written in terms of the Radon transform as

FAR{HAS )} (u,0)
FiARA{H, {f}}} (u,0)

{ Fo{Ha{f}} (uny) }
Fa{Hy {f}} (uno)

= Al ) | |

iucos@
- w1 |

1
[l

= isign(u)F2 {f} (uny) { e }

sin 6

sin 6

— AR ) | g |

= AR R0 | Gy ]

sin 6

sin 6

— AR R0 | Gy ]

Because of the existence of the inverse Radon transform R~'{-}, now the
relation of the Radon transform and the Hilbert transform follows

cos }

sin 0

FAR R (w.0) = 1 () ) F RSV} (w,0) [

= R{H{f}}t,0)="h(t)«*R{f}(t,0) { COSQ}

sin 6
= i) =R {0 R () 00| Sop | b

19



which proves the proposition.

Please note that because of the important property R{R{f}} = f, the
n-th order Hilbert transform H™{f} of a signal can be easily written as the
concatenation of n first order Hilbert transforms expressed in Radon space.
This fact is very important for the higher order Hilbert transforms such as
the second order Hilbert transform

HO{ (2, y) = H{H{f}}(z,v)

and the third order Hilbert transform

HO{f Ha,y) = H{IR{H{f}} e, y)

which will be intensively used in this work.

In case of the second order Hilbert transform the concatenation of the two
first order Hilbert transforms can be done componentwise. This will be now
demonstrated exemplarily with the H;Qx)(x, y) component of the second order
Hilbert transform. By definition

Mol }(2,y) = R {cos O(h(t) * R{-})(t:0)} (2, y)

the second order Hilbert transform can be expressed as a concatenation

HO{fH,y) = HoAHA S} (2, y)
= R {cosO(h(t) « R{R™ {cosO(h(t) « R{f})(t:;0)}})(t;0)} (z,9)
= R {cosO (h(t)  [cos O (h(t) * R{f}) (t;0)]) (;0)} (x,y)

= R cos? 0 (h(t) * h(t) *R{f}(t;0) ¢ (z,y)
5€—/

= _R! {0052 0 R{f}; 9)} (z,y)

This can be done analogously for all other components of the second order
Hilbert transform

HE{fHz,y) = —R7! {Cos29fr(t;9)}(:v7y)
HE{fY(@,y) = R {cosbsind f,(t;6)} (z,y)
HO{fHa,y) = —R {sin®0 f.(t:0)} (z,y)

with f,(¢;0) :== R{f}(%; 6).

The third order Hilbert transform can be expressed as a concatenation of

20



three first order Hilbert transforms

Hize A}, —R " {cos 0 (h(t) = £(1:0))} (. y)
H;‘?y{f} x, = —R ' {cos*Osinb (h(t) * f,(t; (x,y)

(z,9) )
(2, y) (
Hi?;)y{f}(:r, y) = —-R* {cos@sin2 0 (h(t) * f.(
HO (FHa,y) = —R{sin®0 (h(t) * f,(t:0))

since h(t) x h(t) * h(t) = —h(t).

4.4 Relation of the Generalized Hilbert Trans-
form and the Partial Hilbert Transform

The partial 2D function in direction 6 at the origin of the applied local
coordinate system reads

fo(T) := f(Tcosf,Tsinb) .

The classical one-dimensional Hilbert transform

g(T+ 1)

(h+ g)(t) = —%P.V. / dr

TER

is defined for 1D signals g € Ly(R,R) and therefore can be also done in any
direction 6 € [0,27) within the i1D signal by the so called partial Hilbert
transform

(hx fo)(t) = —%P.V. / %f((T-i-t) cos, (T +t)sinf) dr .

TER
In case the main orientation of the i1D signal is unknown, the partial Hilbert
transform has to be done in all possible directions. Of course, exact ap-
proaches must not try all of these directions. This problem can be solved by

the generalized Hilbert transform. Now it will be shown, that the generalized
Hilbert transform contains the partial one-dimensional Hilbert transform

R {h(L) # £(6:0)} (0,0) = (h * f)(0) .

Without loss of generality this will be shown for the class of i1D signals at
the origin of the local coordinate system.

21



Proof:
With the inverse 2D Radon transform R~'{-} the relation of the partial
Hilbert transform and the generalized Hilbert transform can be shown by

R™HA() * f.(£:0)}(0,0)

- R lP.v./—f’"(TH;@) dr % (0,0)
m —T

TER
fr(T4t:0)
o wpv/%[%pv.TEfR t dT] »
B 272 Ocosf +0sinf —t
teR
= —/PV/ t —Pv/f””e dr| dt do
tGR TER
= 1PV ! / / fr(m+t;0)dtdo| d
o) =1 |22 —8tTT ’
TER teR
| 1 r 2 f.(7 + ;)
= —PV. | — P. dt do| d
T v -7 27r2 V/ OCOSQ—H)San)—t 7
TER - teR 5
=:9(7)
1 0
= Zev [ 2D i < i g)(0) = hO) # R {55000,
7r -7
TER
_ ——PV /fTCOS@ , Tsin6) dr = (h* £,)(0)

TER

Which proves the proposition. This reveals that - although the generalized
Hilbert transform (Riesz transform) is one possible generalization of the one-
dimensional Hilbert transform to multi-dimensional signal domains - it still
applies a one-dimensional Hilbert transform along every orientation - and
therefore also along the main orientation # of an i1D signal - to the original
2D signal.
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Chapter 5

Poisson Scale Space

Since all signals f € Ly(Q2,R) with Q C R? can be decomposed into their
corresponding Fourier series [3], for each frequency a certain amplitude and
phase can be obtained. Therefore the local frequency of interest must be
filtered out locally of the original signal. The frequency corresponds to the
so called scale space parameter s > 0. The representation of a signal f in
monogenic scale space [12] can be computed by 2D convolution * with the 2D
Poisson filter kernel p(z,y; s) in spatial domain. The kernel of the Poisson
operator P{-}(z,y; s),
s

p(z,y;s) = 5
27 (s 4+ 22 + y?)2

is a low pass filter which maps the original signal to the Poisson scale space
Jos
fo =P}, y;8) == (p* )2, 455) -

Besides, there are two conjugate Poisson kernels as the scale space represen-
tation of the Hilbert transform.

fo = Qu{fH(z,y;5) = (¢ * f)(2,y;8) == (ha xp* f)(2,9;5)
fy = Qy{f}(xa% 5) = (Qy * f)(z,y;8) = (hy xpx f)(z,y;s)

with the convolution kernels in spatial domain

G 1 x
e - T
Iy 27 (2 + a2 +y2)2 LY

(see figure 5.1). The vector [f,, f, f,]* constitutes the monogenic scale space
of the original signal f. For signal analysis a small passband of the original
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signal spectrum must be created. This can be done by the difference of
Poisson (DoP) operator kernel

p(fﬁ»y, SC,Sf) = p(l‘,y, Sf) _p(x7ya SC) ;

which is defined by the coarse scale space parameter s. and the fine scale
space parameter s; with s, > sy > 0.

-
-)(..

Figure 5.1: From left to right: Poisson convolution kernel p(z,y;s) and con-
jugate Poisson convolution kernels ¢,(x,y; s) and ¢,(x, y; ) in spatial domain
for a certain scale space parameter s > 0.

5.1 Second Order Hilbert Transform

In order to use the higher order Hilbert kernels in the monogenic scale space
concept their Poisson transforms in spatial domain are needed. They can be
obtained by convolution of the kernels with the Poisson kernel in R2. We
will demonstrate that in this section for the second order Hilbert transform
[15] and in the next section for the third order Hilbert transform.

To calculate the convolution in frequency space, the Fourier transforms F{-}(u)
of the convolution kernels 2 (z,y) and p(x,y; s) are considered. According
to the convolution theorem, the convolution in spatial domain corresponds to
a multiplication in Fourier space. The Fourier transform of h®(z,) results

24



in the multiplier

F{hOY(w) = =

with u := u; + iug € C and the conjugate u := u; — ius. The Fourier
transform of the Poisson convolution kernel p(z,y,;s) is obtained as

F{phuss) = e

By representing the frequency domain in polar coordinates, with u = r{cos 0+
isind] and z := x + iy := k[cos ¢ + isin |, the frequency transfer functions
of these kernels read

—i0

F{R}w) =~ =~

and
f’{p}(u’ S) — 6727r rs )

Using the polar coordinate representation of the inverse two-dimensional
Fourier transform to obtain the spatial domain representation of the kernels
yields

(pxh®)(z;5) = FH{—e e} (z;5)

oo 2w

— 277'/ / _6—27rrse—1206127rk:7‘Cos(G—cp),r, do dr
r=06=0
oo 27
— 27‘{‘/ / _6—27r7”se—12(9+<p)6127rk‘rcos(9—go+<p),r, do dr
r=06=0
o) 2m
— _271_6—1290 / e—27rrs / 6—1206—127rk:7‘0056 dol r dr
r=0 —
N -~ 7
=Jo(2mkr)
o0
= —2776‘2“”/62“”5J2(27rkr)7" dr
r=0

where J; is a Bessel function of the first kind and second order. In the
following the abbreviations a := 27s and 3 := 27k will be used. J, can be
written according to the recurrence relation for Bessel functions as

Jo(2mkr) = Jo(Br) = %Jl (Br) = Jo(Br)

25



since the recurrence relation reads

20 —1
Jy(l’) = ( T )Jy_l([)’)) — JV_Q(.I') .
These results lead to
(R®) % p)(z;5) = —2me 12¢ / e "I 2rkr)r dr
r=0

[e.9]

: 2
= —27re‘2‘p/eo‘rﬂ—J1(ﬁr)r dr

+ _‘2‘0/ e " Jo(Br)r dr

r=0

. 2 ¥
_ _opeie |2 / e T (Br)dr — | e~ Jo(Br)r dr
r=0

ﬁ:

Lo~—y

T

According to common integral tables [17] one obtains the evaluation of the
two Bessel integrals as

2[va?+ B - o
g2/a? +

e (Br) dr =

@ o
2\8

since

Vi
NN

e " J,(pr) dr =

L~y

‘s

(see [17], page 694 for v = 1) and

7 3
/ e_aTJO(ﬁT)T dr = 2ol (2) 3 — c 3
V(a2 + 5%z (a®+3%):

r=0

since I' (%) = \/77? and

76 arJ I/+1 dr = 20[(26)”F (V + %3)
~0 VT(a? 4 32T

T
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(see [17], page 702 for v = 0). Plugging these results in the equations above
results in

(h(2) xp)(z;8) = —9mre 120 / e " Jo(2mwkr)r dr
r=0
s(25% + 3| 12[*) — 2(s* + ||2]*)*

2 . 2
= 2izy — vy
2rr||2]|4(s% + [12]12)2 ( )

with

e = o] = { : r ol (2* — 2izy — y2)L :
T2l HE =11

These results lead to the three different 2D convolution kernels in spatial
domain of the second order Hilbert transform in monogenic scale space

Qoy | (,958) = | hayxp | (2,9;8) =
Ayy By * p
2
(257 + 3(22 + 1?)) — 2(s2 4 2% + %)2 ;Cy
2 (22 + y?)2(s2 + a2 + y2)? %

(see figure 5.2).

5.2 Third Order Hilbert Transform

The Fourier transform of the convolution kernel A®)(z,y) results in the mul-
tiplier

F{h®}(u) = —e .

In the same way as for the second order Hilbert transform we now compute
the representation of the third order Hilbert transform in monogenic scale
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Figure 5.2: From left to right: Second order Hilbert transform convolution
kernels in spatial domain g, (z,y;s), ¢uy(2, y; s) and gy, (x,y; s) for a certain
scale space parameter s > 0.

space.

(A% % p)(2;5)

with

J3(27T]€7’) = Jg(ﬁ’/’) =

f—l{_€—27rrse—i30}(z; 8)
oo 27

27'('/ /_6—27rrse—i306i27rkrcos(0—(p),r, do dr

r=0 =0

co 2w

o / / _6—27rrse—i3(0+<.0) 6i27rkr cos(0—<p+<p),r. de dr

r=06=0

00 2
_27T6—i3<p / 6—27rrs /e—i306—i27rk'rcos€ dol r dr
r=0 16=0
=J3?2r7fk7‘)

o0
—27re_i3‘p/e_2”5(]3(27rk7")7“ dr
r=0

4
Eb(ﬁr) — Ji(Br)
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and with
28)'T (v+3)
V(a2 4 52)7 s
The 2D convolution kernels in spatial domain of the third order Hilbert
transform in monogenic scale space read (see figure 5.3)

e~ J,(Br)r” dr =

L —~—3

Qzxy Lo hl“xy *p Cq) —
T,Y;8) = T,1Y;8) =
oy (2,93 5) By % P (2,y;s)
Qyyy yyy * D
3
45%(252 + 3(2? + y2)) + 3(z> + %)% — 8s(s> + 22 + 4°)% | 2%y
(22 + y2)3(s® + a2 +y2)% xy;
Y
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Figure 5.3: From top to bottom: Third order Hilbert transform convo-
lution kernels in spatial domain ¢u..(%,¥;$), Guay(T,Y;5), Quyy(z,y;s) and
Qyyy (T, y; s) for a certain scale space parameter s > 0.
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Chapter 6

i1D Signal Analysis

The i1D signal model (which is an arbitrary orientated 1D signal in 2D
domain) in Poisson scale space for each scale parameter s > 0 reads

P{f}Hzx,y;s) = ascos(xcosb; + ysin b, + ¢s) .

We will use the abbreviations a := ag, 0 := 0, and ¢ := ¢, in the follow-
ing. The resulting local signal model at the origin (0,0) € R? of the local
coordinate system reads

fo=PL0,0:5) = acos o
For a real 2D signal f € Ly(Q2,R) with Q C R? the 2D monogenic signal [11]
can be defined in vector notation

S

Iy 1 f(p,v)
fol =— ’ T — d(p, v
/ s i Baald

N|w

fy (p,v)ER?

in monogenic scale space for each scale parameter s > 0. The monogenic
signal can only be interpreted for i1D signals.

6.1 First Order Hilbert Transform in Radon
Space

By the relation of the 2D Radon transform f,.(¢,6) := R{P{f}} (¢,0) [23]
of the original signal f (see figure 6.1), the inverse 2D Radon transform
R} (z,y) and the first order Hilbert transform (generalized Hilbert trans-

orm)
f { j}yc } _ R {{ cos } (h(t) *fr(t;ﬁ))} (,y: )

sin 6
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Test point (0,0) t £(1,0) Test point (t =0)

y

Figure 6.1: Left figure: il1D signal f, in spatial domain with orientation
0,, and local phase ¢ = 0 at the origin (0,0) € R? of the applied local
coordinate system. Right figure: i1D signal f, in Radon space. Each point
in Radon space represents the integral in spatial domain on a line which
is uniquely defined by the minimal distance ¢ € R to the origin and the
orientation # € [0,7). The Radon transform of the Poisson filtered signal
will be abbreviated by f,.(¢,0) := R{P{f}}(t,0).

and by the one-dimensional Hilbert transform
(h(t) * g(t;5)) (0;5) = asing
with the partial 1D function in direction
g(t;s) :=P{f}(tcosb,tsinb;s)

and the one-dimensional Hilbert transform kernel h(t) = £ it can be shown
that the conjugate part of the monogenic signal results in

fo= Q. {f}(0,0;s) = acosfsing¢
fy=9,{f}(0,0;5) = asinfsing.

for all i1D signals.

6.2 Interpretation

Now the monogenic signal vector [f,, fz, fy]T € R3 6.3 can be used to solve
for the unknown local amplitude a € R, the local orientation 6 € [0, 7) and
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the local phase ¢ € [0, 7)

0 = arctan Y
X

atan?2 ( 2+ 12, fp>

« = R+

S
I

12D

Figure 6.2: Illustration of the experimental results from left to right: Original
image signal, local amplitude, orientation and phase by the monogenic signal
in monogenic scale space.

Proof:
The proof becomes easy with the previous results of the 2D Radon space
expression

fp = acos¢
fe = acosfsing
fy = asinfsing.

At phase positions ¢ = k7 for all k € Z the orientation can not be evaluated.
Note that the local features must be evaluated for each scale space param-
eter s > 0 since in general the signal consists locally of different frequency
components. Now the problem of i1D signal analysis is totally solved. The
next step will be the modeling of i1D and i2D signals and the exact solution
for their parameters. Abstractly spoken, local signal analysis is the solution
of its corresponding inverse problem [1].

6.2.1 Main Orientation

For a general derivation of the main orientation of the original signal by
the first order generalized Hilbert transform, the assumed i1D signal model
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Figure 6.3: Geometric illustration and interpretation of the 2D monogenic
signal vector [fy, fu, fy]T in 3D Euclidean space.

will be extended to a superposition of i1D signals with arbitrary but same
amplitude a and phase ¢ and with arbitrary and individual orientations 6;

P{fHx,y;s) = Z acos(z cosb; + ysinb; + ¢)

el

for each individual scale space parameter s and with I as the index set of the
individual orientations ;. To be able to extract orientation and phase infor-
mation from the generalized Hilbert transformed signal, the inverse Radon
transform must be simplified. This can be achieved by two assumptions.
Firstly, without loss of generality the point of interest where local feature
information should be obtained will be translated to the origin (0,0) € Q
of the local coordinate system for each point (z,y) € Q@ C R? so that the
inverse 2D Radon transform has to be evaluated only at (z,y) := (0,0).

Let be

M= [0,m)\ | {6}

el

the set of all orientations where no i1D signal information exists.
Secondly, the f-integral of the inverse Radon transform vanishes (see figure
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6.4) because

fT(tl,O) :fr(t2,9>vt1,t2 ERV@ € M
:%fT(t,Q)ZOVteRVGEM

for a finite number ||| € N of superimposed i1D signals. Because of this
fact (and the linearity property of the Radon transform), the 6-integral of the
inverse Radon transform can be replaced by a finite sum of discrete angles 6;
to enable modeling the superposition of an arbitrary number of i1D signals.
Therefore the inverse Radon transform for a finite number of superimposed
i1D signals can be written as

R} (0 _"_Z / £, (t,0:)dt

teR

Now the first order 2D generalized Hilbert transform and therefore the mono-
genic signal can be interpreted in an explicit way for the application to i1D
signals and the extended but restricted set of i1D signals.

Because of the property [29]

P 0
o7 [B(0) % f:(t,0)] = h(t) * = £,(t.0)

the 2D generalized Hilbert transform of any i1D signal with orientation 6,

results in
Hﬂ:R‘l{[i?ﬁg}h@)*fr(t;e)}(o,m

- Z / S H Z?;g ] h(t) *f,,(t;ei)} dt

1 10 cos 6,, .
‘—ﬁf“/fa{hm%]wwﬁ@%ﬁﬁ

teR

1 1 0 cos b,
teR

N J/
-~

Cm

With the assumption that two superimposed il1D signals have arbitrary but
same phase and arbitrary but same amplitude, the main orientation 6,, - or
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in other words: the mean orientation - of the resulting i2D signal can be
calculated by

[ fo } e [ cos 6, + cos b, }

Iy sin 6 + sin 6,
= arctan& = O + 0, =6, .
o 2

This result can be now extended to the superposition of an arbitrary number
of 11D signals

fo | _ 1 1 9 ., cos 0;
{ 0= Z —g PV [ h() s o fo(0) de | | o | -
el A teR -

-~
=c;

In general the mean value of a number ||/|| of superimposed i1D signals can
now be easily calculated by

Cn = CL= =)

fo | Y icr cosl;
M { Jy } - o { Zi;sinﬁi }

= arctan 2L = 2iet b: =

foroo I

The most important conclusion of this result is that the monogenic signal
can be used not only to interpret pure ilD signals but also to calculate
the mean orientation of the superposition of two and more 11D signals with
arbitrary but same phase and arbitrary but same amplitude at the test point
of local interest. This does not hold for the exact phase and the amplitude
interpretation of a signal. In this case the monogenic signal can only be
applied to pure i1D signals.

Summarized, the problem of exact signal analysis will be always that a certain
signal model must be assumed. If the assumed signal model deviates from
the original signal - which is being analyzed - the interpretation fails and
generates errors which can not be avoided.
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line-integral

fr (tz > e)

Figure 6.4: For each distance parameter ¢ and for all orientations 6 - except
for the main orientation 6,, - the line-integral on all function values in the
signal domain is the same, i.e. f.(t1,0) = f.(t2,0).
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Chapter 7

il1D and i2D Signal Analysis

The monogenic signal can be used to analyze i1D signals such as lines and
edges. Unfortunately the monogenic signal can not distinguish between i1D
and 12D signals. The most interesting class of signals is the set of i2D sig-
nals. In general i2D signals can only be described by an infinity number of
superimposed i1D signals. Therefore, a signal model must be defined which
subsumes all i1D signals and also the most interesting i2D signal structures
(such as corners and junctions in the case of image signals). In the case of
two superimposed 11D signals this signal model reads

2

P{fH (@, y;8) = Z as cos(z cosb; s +ysinb; s + ¢s)

i=1

with the abbreviations a := ag, 0; := 0;, and ¢ := ¢5. The resulting local
signal model at the origin (z,y) := (0,0) of the test point is given by

fp :=2acos ¢ := 2a,cos ps = P{f}(0,0;s) .

Note that equal amplitudes and phases are assumed for both i1D signals. In
case of 1 mod m = #; mod 7 this is the ordinary i1D signal model. The
i1D signal model has three unknown structure features (phase, amplitude
and orientation) and the monogenic signal vector consists of three signal
components [f,, fz, fy]7 € R? to solve the system of equations. Since the
i2D signal model consists of four unknowns, more signal components are re-
quired. Therefore, the next step will be the exploitation of the components of
the second order Hilbert transform [Q,,, Q,,, ny}T which are related to the

entries of the Hessian matrix. Motivated by the first and second order deriva-
T

tives of the Weingarten map [%v 5y 922 Bag’ 8—;2 known from differential

geometry [9], here the first and second order Hilbert transform operators

39



will be used for signal analysis [Q., Qy, Qurs Dy, ny]T. Analogously to the
pure i1D signal model, the first order Hilbert transform of the i1D/i2D signal
model reads

at the origin (0,0) € R? of the local coordinate system.

7.1 Second Order Hilbert Transform in Radon
Space

Same as with the first order Hilbert transform the second order Hilbert trans-
form of the i1D /12D signal can be also evaluated by the relation of the Radon
transform (see figure 7.1) and the Hilbert transform by concatenation of two
first order Hilbert transforms

f:):x COS2 0
foy | =R sinfcosf | f.(t,0) p (z,y;5s)
fuy sin? @
since (h * h)(t) = —1. The second order Hilbert transform of the assumed

signal model results in

faa 2 cos? 0,
fay | = Z acos | 3sin(26;)
Ty i=1 sin” 0;

The first conclusion is the reconstruction of the Poisson filtered original signal

Jaz + fyy = 2acosp = f, .

With these results the system of equations has to be solved and the four
unknown local features such as amplitude, orientation, phase and apex angle
have to be derived.
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7.2 Third Order Hilbert Transform in Radon
Space

Analogously to the second order Hilbert transform of the signal f the third
order Hilbert transform expressed in Radon space reads

fx:c:z; cos> @

ax _ cos®fsiné
gyz =R cos O sin? 0 (h(t) = f,(8:0)) p (z,y;5)
Tyyy sin® 6

since (hxh*h)(t) = —h(t) and with the abbreviation f,.(¢,0) := R{P{f}} (¢,0).
For the given signal model the third order Hilbert transform results in the
following system of equations

3
f:mca: 9 COS 01

2 .
} cos” 6, sin 6,
f:ca:y _ § :CLSIIlQb % )

f:ryy 1 COSs 91 Sin2 GZ

fyyy SiIl3 (9@
with the first obvious result, namely, that the first order Hilbert transform
can be reconstructed

fmxz+fxyy = fac
Jooy + foyy = Jy-

7.3 Hybrid Matrix Geometric Algebra

It has been shown that the monogenic signal can be analyzed as a vector in
Euclidean space. Now a generalized concept of the monogenic signal represen-
tation will be presented by analyzing not a vector but a so called multivector
in conformal space. According to [28] each Clifford number valued matrix
M € M(2,R3) with R3 := CI(R?®) can be mapped to a multivector m € Ry
of the Clifford algebra [8] Ry := CI(R*!) with the set of generating basis
vectors
B :={ej,eqs,e;3,€e,,e_}

which results in the total number of HZBH = 32 basis multivectors with 27
as the powerset of the set B. The basis vectors have the properties

2_ .2 _ 2 2 _ 2 _
e=e,=e3=¢€, =1, el =-1
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Test point (0,0) t1  Test point (t=0)

T
0, Apexangle 0,

Figure 7.1: Left figure: The i2D checkerboard signal in spatial domain with
orientations 61, 6 and local phase ¢ = 0 at the test point (z,y) := (0,0) at
the origin of the local coordinate system. Right figure: The i2D signal is
separated into two independent i1D signals with different orientations and
same phase at ¢ = 0 in Radon space.

and
€,€; = —€;¢€, Z?] € {172737+7 _}7 i 7& ] .

We will use the abbreviation
€;; ‘= €;€e; .

Note that the basis vector e, extends the three dimensional Euclidean space
spanned by {e1, e, e3} to the conformal space and e_ extends the conformal
space to the homogeneous conformal space. In literature the homogenous
conformal space will be abbreviated by conformal space. Since we use the
Clifford algebra for geometric interpretation, Clifford algebra can be called
geometric algebra. As a direct result of [28] each Clifford valued 2 x 2-matrix

of the form
My, M,

My Mo
can be mapped to its corresponding multivector m := p(M) € Ry, in con-
formal (homogeneous) space [27] by the following isomorphism

M::[ ] € M(2,R3)

(M) := Myjuy + Misuyey + Mijju_e; + Myyu_

with
M = (Mij)o — (Mijh + (Mij)o — (Mij)s

as the inversion of the multivector
3
Mi; = (M), €Rs
v=0
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for i,j € {1,2} with the grade n projector (-), [25] and

1 1
Uy = 5 §e+_
1 1
u_ = 5 — §e+,
1
user = g e, —e_ | = —eg
1 [ L+ ] 1
u_ey; = —le e |=—-e.
* 2 2

This results in the general isomorphism
1 *
p(M) = B) [Miy + M3)]
+ 5 [M3 + Miz]ey

+ [M;l - Mlg] e_

=N =N =

+ 5 [MH - M;Q] e,
Since the matrix M is isomorphic to the multivector m, the algebra is called
a hybrid matrix geometric algebra (HMGA).
Motivated by the Hessian matrix (known from differential geometry) *the sec-
ond order partial derivatives will be substituted by the second order Hilbert
transforms in the corresponding directions

wom [ ][ S0 Gl
' Jey S | wa{f}(OaOQS) ny{f}(0,0;S)

The isomorphic multivector in conformal space reads

1 1
m = @(M) = 5 [f:m + fyy] + fxy e+ + 5 [fzm - fyy] e+,
=iJs = J+-
with f as the scalar part, f, as the vector part and f,_ as the bivector part.
Please note that f, = % fp- This multivector valued signal representation is
delivered by a set of three convolution kernels (see figure 7.2).

!The Hessian matrix in Gaussian scale space G{-}(z,y; s) reads

Mt = | 2IHO058) G5GLIH0,055)

G 9110.0:5) £=G{f}(0,0:5)
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Figure 7.2: From left to right: Convolution kernels which deliver f, f,_ and
f+ for a certain scale space parameter s > 0 in spatial domain.

7.4 Interpretation

The main advantage of the representation in the HMGA is the interpretation
of the resulting multivector valued signal m. This new multivector in con-
formal space is more powerful than the classical vector valued representation
in Euclidean space of signals.

7.4.1 Geometrical Signal Features

The local features which determine the signal in scale space will be separated
in geometrical features and structural features. The geometrical features are
the mean orientation and the rotationally invariant apex angle.

Mean Orientation

The mean orientation [26] reads

O+ 1 fi

= —arctan — .

2 2 fo_

In contrast to the monogenic signal the mean orientation in conformal space
can be evaluated also at phase positions ¢ = kx for all k& € Z where the
orientation of the monogenic signal % = arctan % is not defined.

0,, :
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Figure 7.3: Geometric interpretation of the mean orientation 6,, and the
apex angle a.

Apex Angle

The apex angle « (also deviation angle, opening angle or intersection angle)
reads

o = 01 — ‘92
/2 1 £2
[FA
2 _ 142 2
= arctan \/fs 2[f+ +2f+_]
NiiES
vdet M
= arctan ———

2+

with the determinant det M = fo. f,, — ffy of the real valued matrix M. The
apex angle 2 is a very important rotationally invariant local feature since it
is zero iff the underlying structure is of intrinsic dimension one.

?Note that the apex angle of phase based image analysis corresponds to the shape
feature of the orthogonal version of the second order derivatives [7] although they are not
equal.
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Figure 7.4: Geometric interpretation of the projective space. The underly-
ing 2D space is spanned by the conjugate signal components f, and f, and
the additional coordinate of the 3D projective space is given by the homo-
geneous signal component f,. All i1D and i2D signals can be normalized to
a homogenous coordinate 1 by multiplying the components f, and f, with

it

7.4.2 Homogeneous Signal

The geometric interpretation of the mean orientation and the apex angle re-
sults from the signal f, which is embedded in 3D space as a vector [0, 0, f,]7 €
R3. This 3D vector will be rotated by the Euler angles («,26,,) € [O, g] X
0, 27] (see figure 7.3).

By means of the apex angle o, a so called homogeneous signal component
fn of the signal f, in 3D projective subspace of the conformal space will be

introduced by
1+ cosa
fni= — e0,1] .

In the following a relation of the signal representation in CGA and the pro-
jective space known from computer graphics and computer vision will be
shown.
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Main Orientation

The local main orientation of the signal can be determined by

in projective space. Again, please note that the domain of the main orienta-
tion is not equal to the domain of the mean orientation.

7.4.3 Structural Signal Features

The structural signal features are the local phase and the local amplitude.

Phase
The phase of i1D and i2D signals can be evaluated by

¢ = atan2 (V 1)+ U s fp>

in one unified framework. The phase can be determined by the first order
Hilbert transform and the geometric information given by the apex angle
which will be delivered by the higher order Hilbert transform.

Amplitude

Also the local amplitude for i1D and i2D signals can be determined by

1 1,12 1,12
a= s\ [+ )

in one unified framework. In the case of pure i1D signals the apex angle is
zero, i.e. f, = 1. In this case the formulas of the phase and amplitude reduce
to those known from the monogenic signal. The advantage of this approach
is that it can automatically distinguish between i1D and i2D signals and it
can be applied to all kinds of local intrinsic dimension without any previous
knowledge about the original signal.

In the case of 2D image signals, this approach is designed for an isotropic
analysis of lines, edges, corners and junctions in one framework.

The important generalization from 11D signal analysis to true 2D signal anal-
ysis is, that in contrast to the 2D monogenic signal, here the 2D conjugate
Poisson components |[f,, fy]T are in a natural way located in the higher di-
mensional 3D projective space [fs, fy. fh]T with f;, as the additional homoge-
neous component (see figure 7.4). Signal analysis naturally reduces now to

47



Figure 7.5: Geometric interpretation of phase ¢, amplitude a and main orien-
tation #,, in projective space of i1D and i2D signals in one unified framework.

the normalization of the homogeneous component to 1 (see figure 7.6). This
can be easily done by multiplying the conjugate Poisson signal components
frand f, by f,'. In other words: The 2D space spanned by the components
f= and f, is extended by the homogeneous component fj, which is determined
by the geometric information delivered by the apex angle.

7.4.4 Proof

Due to the previous results of the Hilbert transform in Radon space the
proofs can now be done by trigonometric calculations using the local signal
components

fp = 2acos¢

fe = asing[cosf; + cos by
fy = asing[sinf; + sin 6]
fs = acoso

f+ = acos ¢% [sin(26,) + sin(26)]
fi- = acos qb% [cos(260;) + cos(26,)] .
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f,
0<fg1 Ki2D

1 >

i b

|

'
f,=0%i0D

Figure 7.6: This figure illustrates the relation of all intrinsic dimensions and
the homogeneous signal component f, in one continuous space. All i0D
signals are located at the focal point [0, 0, O]T of the cone with f, = 0. All
i1D signals are located at the 2D subspace with the homogeneous coordinate
frn = 1. Any i2D signal is characterized by a homogeneous coordinate 0 <
fn < 1. Therefore, the i0D signals are on a point of singularity, the i1D
signals can be represented by a 2D plane and the i2D signals exist in a 3D
volume.

One important result is that the superposition of i1D signals, to model i1D
and 12D signals in one framework, corresponds to the extension of the 2D
space to the 3D projective space.
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Chapter 8

Implementation

The low level phase based analysis approach of 2D signals can be easily
integrated into any computer vision software by using the following C++
implementation. Each 2D signal double f(double x,double y) can be locally
analyzed at every position (cx,cy) by applying a difference of Poisson (DoP)
bandpass filter to the original signal with the fine scale space parameter sy
and the coarse scale space parameter s.. With the theoretical results of this
work it is now possible to analyze the mapping of the original 2D signal to
the higher dimensional multivector in conformal space.

void AnalyticSignal(double cx,double cy,
double& Orientation,double& Phase,
double& Amplitude,double& ApexAngle,
double Coarse = 0.2,double Fine = 0.1,
double Size = 5)

{
double s_c = Coarse; //coarse scale space parameter
double s_f = Fine; //fine scale space parameter
double dx = 1; //convolution step width
double n = Size; //convolution mask size

double f_p=0,f_x=0,f_y=0,f_xx=0,f_xy=0,f_yy=0;
//2D convolution

for (double x = -n;x <= n;x += dx)

for (double y = -n;y <= n;y += dx)

{

double t = f(x + cx,y + cy)*pow(dx,2);

double pf = t* Kernell(x,y,s_f);

double pc = t* Kernell(x,y,s_c);

double k = t*(Kernel2(x,y,s_f)-Kernel2(x,y,s_c));
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//signal in Poisson scale space

f_ p += s_fxpf - s_cx*pc;

//first order Hilbert transform

fx +=x *x (pf-pc);

f.y +=y * (pf-pc);

//second order Hilbert transform
f_xx += x*x * k;

f_yy += y*y * k;

f_xy += x*xy * k;

}

double f_pm = 0.5%x(f_xx-f_yy);

double f_s = 0.5% f_p;

double f_plus = f_xy;

double e = sqrt (pow(f_pm,2)+pow(f_plus,2))/fabs(f_s);
double q = (pow(f_x,2)+pow(f_y,2)) * 2/(1+e);

Phase = atan2(sqrt(q),f_p);
Orientation = ((int)Phase == 0)
7 0.5*atan2(f_plus,f_pm)+M_PI/2
: atan2(f_y,f_x);
0.5*sqrt (pow(f_p,2)+q) ;
atan2(sqrt (pow(f_s,2)-pow(f_plus,2)-
pow(f_pm,2)),sqrt(pow(f_plus,2)+pow(f_pm,2)));

Amplitude
ApexAngle

by

The first order 2D generalized Hilbert convolution kernels will be calculated
by

double Kernell(double x,double y,double s)

{
double ss = pow(s,2);
double kk = pow(x,2) + pow(y,2);
return 1/(2*xM_PI*pow(ss + kk,1.5));
+

and the second order 2D generalized Hilbert convolution kernels in spatial
domain (z,y) with scale space parameter s will be determined by

double Kernel2(double x,double y,double s)
{

double ss
double kk

pow(s,2);
pow(x,2) + pow(y,2);
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double d = pow(kk,2) * pow(ss + kk,1.5) * 2«M_PI;
return (d==0) 7 0 : -(s*(2%ss+3*kk)-2xpow(ss+kk,1.5))/d;
}

The time complexity of this algorithm is in O(n?) with n as the convolution
mask size in one dimension. This time complexity can be reduced by cal-
culation in Fourier domain. The disadvantage of the calculation in Fourier
domain is the restriction to global signal analysis. By convolution in spatial
domain for each position (z,y) € R? an individual scale space parameter
can be chosen to enable adaption to the local structural and geometrical
information.
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Chapter 9

Experimental Results

The 2D analytic signal can be applied to all kinds of 2D signals, e.g. to
real and synthetic 2D image signals. In figure 9.1 the results of a pure
i1D signal are shown. The synthetic i1D signal is modeled by f(z,y) =
acos(x cos + ysin @ + ¢) with constant amplitude a, with constant phase ¢
and with constant orientation #. The resulting local orientation is constant
up to 6 + km with & € Z since orientation is not uniquely defined in 2D
signal domains. The apex angle of the pure i1D signal is zero. The results
of the local phase equal the original signal with same amplitude, with same
orientation but with by 90° shifted phase.
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Figure 9.1: Top row from left to right: Pure i1D original signal, original
signal in Poisson scale space and local amplitude. Bottom row from left to
right: Local phase, orientation and apex angle. Convolution mask size: 7 x 7
pixels. Scale space parameters: s, = 2 and sy = 1.

In figure 9.2 the results of a pure i2D signal are shown. The synthetic
i2D signal is modeled by f(z,y) := 3.7, acos(x cosb; + ysinb; + ¢) with
constant amplitude a, with constant phase ¢ and with constant orientations
01 and 6,. The resulting local main orientation is constant up to 6 + km
with k& € Z since orientation is not uniquely defined in 2D signal domains.
The apex angle of the pure i2D signal is constant. The results of the local
phase depend on the position in spatial domain and the amplitude should be
constant.
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Figure 9.2: Top row from left to right: Pure i2D original signal, original
signal in Poisson scale space and local amplitude. Bottom row from left to
right: Local phase, orientation and apex angle. Convolution mask size: 7 x 7
pixels. Scale space parameters: s, = 2 and sy = 1.

Figure 9.3 illustrates the experimental results with known ground truth
data (amplitude, phase, orientation and apex angle) of the 2D analytic signal.
The estimated features are plotted with fixed orientation and fixed amplitude
against varying phase 0 < ¢ < 180° and varying apex angle 0 < a <
90°. Top row left figure: Estimated phase for varying phase and varying
apex angle. The phase can be determined exactly. Top row right figure:
Estimated amplitude for varying phase and varying apex angle but fixed
signal amplitude. Bottom row left figure: Estimated orientation for varying
phase and varying apex angle but fixed signal orientation and fixed signal
amplitude. The orientation can be determined exactly except for the phase
¢ = 180°. Bottom row right figure: Estimated apex angle for varying phase
and varying apex angle. In figure 9.4 the experimental results of the 2D
monogenic signal [11] applied to i1D and i2D signals with constant orientation
and constant amplitude are shown. Top row left figure: Estimated phase
against varying phase and varying apex angle. The errors increase with
increasing apex angle. In the ideal case the result should look like the plane
in figure 9.3. Top row right figure: Estimated amplitude against varying
phase and varying apex angle. The amplitude should be constant like in
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Figure 9.3: Top row from left to right: Local phase and amplitude. Bottom
row from left to right: Orientation and apex angle. Convolution mask size
in spatial domain: 7 x 7 pixels. Coarse scale space parameter: s. = 0.2, and
fine scale space parameter: sy = 0.1.

figure 9.3. Bottom row left figure: Estimated orientation against varying
phase and varying apex angle. The orientation can be determined exactly
except for the phases ¢ = 0° and ¢ = 180°. The results show that in contrast
to the 2D analytic signal in figure 9.3 the amplitude and phase of the 2D
monogenic signal produce significant errors. It is important to mention that
the 2D analytic signal performs also in case of i1D signals better than the
2D monogenic signal since finite signals are never of intrinsic dimension one.
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Figure 9.4: Results of the 2D monogenic signal in Poisson scale space. Top
row from left to right: Local i1D phase and amplitude. Bottom row: Local
orientation. Convolution mask size in spatial domain: 7 x 7 pixels. Coarse
scale space parameter: s, = 0.2, and fine scale space parameter: sy = 0.1.
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Figure 9.5: Results of the 2D analytic signal in Poisson scale space applied to
a x-junction with varying apex angle and varying main orientation and with
constant amplitude and constant phase. Top row: Original signal. Middle
row: Local apex angle and local orientation. Bottom row: Local amplitude
and local phase. Convolution mask size in spatial domain: 7 x 7 pixels.
Coarse scale space parameter: s, = 0.2, and fine scale space parameter:
S = 0.1.
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Figure 9.6: Results of the 2D monogenic signal in Poisson scale space applied
to a x-junction with varying apex angle and varying main orientation and
with constant amplitude and constant phase. Top row from left to right:
Original signal and local orientation. Bottom row: Local amplitude and
local phase. Convolution mask size in spatial domain: 7 x 7 pixels. Coarse
scale space parameter: s, = 0.2, and fine scale space parameter: sy = 0.1.
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Chapter 10

Generalization of the 2D
Analytic Signal

According to [28] a general mapping from 7" € M (2, (R3)2) to o(T') € Ry,
with (-),, as the grade n projection can be defined. Now, also tensor like
matrices can be easily mapped to the geometric algebra of the conformal
space (CGA). With the basis vectors {1,1, j, k} of the quaternions H and the
isomorphism i = ey, j = e93 and k = e3; a hypercomplex or Clifford valued
matrix can be defined by the Hilbert transform of second order (with 7 as
the even part) and the Hilbert transform of third order (with 7} and T} as
the odd parts) (this has been proposed in tensor form by [31])

r=lf Bl el

Te Te Tg

(. (. (.

which will be mapped to a multivector of the CGA by

o(T)

LIFRNA RN
[fxyl + fzmy.] + fﬂcyyk] €+

% fTi4 o+ f k] es

- -
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with the signal components

fo = Jfext fyy
fo = Jfoaw + foyy
fy = faoy + fuyy
A L

fg; = f:ﬂ:m:_fxyy
fy_ = fa:xy_fyyy'
Note, that up to now we did not exploit the whole information given by this
multivector in conformal space. The unused signal components of the third
order Hilbert transform are: f,” and f,. These so far unused components
have to be used for the generalization of the 2D analytic signal.
The goal of this work is the most general formulation of the 2D analytic
signal. Up to now the first and second order Hilbert transforms have been
sufficient for signal analysis. We will now take advantage of the general
isomorphism ¢(T") which maps the set of 2 x 2 - Clifford valued matrices to
the set of multivectors in conformal space. Therefore also the third order
Hilbert transform can be used for 2D signal analysis.
Without loss of generality the assumed combined 11D / i2D signal model in
scale space reads
2
P{f}(z,y;s) = Z a; cos(x cosb; + ysinb; + ¢;)
i=1
(arguments for this signal model have been given by [10]) with the unknown
local amplitudes a; and as, the unknown local orientations #; and 65, the
unknown local phases ¢; and ¢,, the Poisson filtered signal f,, the known
results of the first order Hilbert transforms [f,, f,]” and the known second
order Hilbert transforms [f,., fzy, fyy]T.
The local signal model at the origin (z,y) := (0,0) of the applied local
coordinate system results in

fp= Zai cos ¢; = P{f}(0,0;s)

with

Ji = a; cos
as the even parts. By means of the Radon space interpretation the first order
Hilbert transform results in

fx = . 91
] = e o]
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with

f{ = a;sing;
as the odd parts. This system of linear equations can be solved for the odd
parts by using the Cramer’s rule

Ll 1 fycosby — fsinfy
f$ ] sin(f, —6,) | fosin®y — fycosby |

Same with the following system of linear equations

{ Jay ] Zfe { smelcosﬁ ]

which can be solved for the even parts

{ fe ] B 1 { L sin(282) fry }
er N COS(Gl + 92) sin(61 — 92) fxy I Sll’l(2(91> ‘

Now the systems of linear equations can be solved for the two unknown
phases by the following ansatz

o

o1 = arctan;— arctan (cos(@l + 05)
1

fycosby — frsinfs
f—" sin(2602) — fay

fzsin 91 fyy cos by
Joy — 2 Sln(291) '

Gy = arctan% = arctan (COS(@l + 05)
2

The two unknown amplitudes can be derived by

a; = [fie]z + [fz‘o]2> ie{l,2}.

Hence, the given inverse problem has been reduced to the search for the
orientations 6; and 6.

The system of linear equations resulting from the Radon interpretation of
the second order Hilbert transform reads

Jrz 2 cos? 0
fay Z ff | sinb; cos 0;
Ty i=1 sin? 0,

Plugging in the solution for the even parts ff for i € {1,2} in
2
f7o= fow = fyy = Y ff cos(26;)
i=1
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yields the equation
cos(01 + 6;) sin(6; — o) f~

= cos(26,) {% sin(26,) — fxy} + cos(26,) [f:vy — %sin(%l)}
and results in

{‘% sin(26,) — fu, cos(261) + cos(262) {fxy b sin(291)H

2
(1 ot [~ L)

which must be solved for cos(26s).

The next step is to use the third order Hilbert transform [ f,.z, fozy, foyys fyyy]T
to solve for cos(20,). The last step will be the solution for both orientations
so that the whole system of equations can be solved.

The third order Hilbert transform results in

3
fxwm COos 92

2
2 .
Jooy | Z fo cos- 0, sin 0,
= i
=1

fayy cos 0; sin’ 6;
.3
Jyyy sin” 6;

with 7 = fowa — fayy and [ 1= fouy — fyyy-
Plugging in the odd parts f? for i € {1,2} results in

sin(@l — 92).][; =
cos 6y cos(26y) [ f, cosby — fisin ] 4 cos Oy cos(26) [f,sin 6y — f, cos 0]

and

sin(@l — Qg)fy_ =
sin 0 cos(260;) [f, cos Oz — f, sin O] + sin Oy cos(26s) [f, sin by — f, cos 0]

which can be solved for either 6; or 6,. The solution reads

Jo sinty — f " cos b,
fesin®y — f,cos6;

cos(20y) =

The next step will be the solution for 6.
After that the last step will be the search for the geometric interpretation
using geometric algebra.
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It has been shown that the search for the generalization to the 2D analytic
signal can be solved by a divide and conquer approach which splits the anal-
ysis in one geometric part which consists of the orientations and the apex
angles and a second structural part which consists of the amplitudes and
phases. If the geometric information can be determined, the amplitudes and
phases can be also determined.
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Chapter 11

Conclusion

In this report a novel generalization of the monogenic signal to the 2D an-
alytic signal has been presented. Both i1D and i2D signals such as edges,
lines, corners and junctions can be exactly analyzed in a rotationally invariant
way without steering in one unified algebraic framework - called the hybrid
matrix geometric algebra. Our approach degenerates to the 2D monogenic
signal for the case of i1D signals. Local signal features such as amplitude,
phase, apex angle and orientation are orthogonal components (split of iden-
tity) in monogenic scale space. The approach can be easily implemented into
existing computer vision applications by convolution with five 2D kernels in
spatial domain. We presented a further step in the evolution process of the
analytic signal which maps a real signal to a complex valued signal and the
2D monogenic signal which maps a real signal to a vector valued signal in
Euclidean space. This approach maps a real 2D signal to a multivector val-
ued signal in conformal space which can be geometrically interpreted in a
descriptive way in a projective subspace of the conformal space.

We also gave a constructive outlook for the generalization of the 2D analytic
signal to all kinds of 2D signal models.
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