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ABSTRACT

A software agent will be described that makes it possi-
ble to provide the visitor of an internel site with adaptive
maps of the hyperlink structure. The maps represent es-
limations of important navigation decisions for the user
depending on his own former partial navigation path and
navigation information provided by other users. A user’s
navigation behaviour is characterized by the set of his na-
vigation decisions in the hyperlink structure (navigation
graphs). The problem of finding a suitable characterization
of the distribution of these navigation graphs and the de-
velopment of an estimation procedure for this distribution
will be described. This estimation can be reached by defin-
ing different metrices or distance [unctions between graphs
like string-edit- or largest-common-subgraph distance and
by application of nearcst neighbourhood clustering. The
knowledge concerning the distribution is then used for a
classification of a user and thereby an adaptive hyperspace
view presentation using graph matching techniques. A vi-
sualization example will be presented.
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1 Introduction

The fast increasing amount of information in the internet
makes it more and more necessary o examine the problem
of finding information in hyperspace. Basically there are
two different ways 1o look for information in the internet
that are normally used in combination. It is possible to usc
a scarch engine where a request is done by search words.
A second search strategy is the navigation or browsing be-
tween dala objects that is made possible by the hyperlink
structure. Browsing is suitable when a concrete question is
difficult to formulate or when a web site has 1o be scanned
according to certain aspects.

The system described in this article makes it possible to
present an internet user a visualization of the local hyper-
link structure similar to a map in the real world in order
lo make browsing casier. The actual layout strategy for
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the structure, which is an important problem in the field
of information visualization [1], [2] is not considered here.
Emphasis is laid on the estimation of relevant navigation
decisions between data objects and sets of such decisions.
This estimation can be used to simplify and improve the vi-
sualized hyperlink structure e.g. by omitting data and nav-
igation decisions that are estimated to be nol relevant.

Due lo a similarity to systems presented in the field of in-
telligent software agents especially collaborative filtering
agents as presented in [3] and [4], we will call the described
software system a software agent.

In [5] a procedure was presented Lo apply a collaborative
fillering technique for the creation of index lists based on
sets of requested data objects. In [3] a navigation sup-
port system is presented that learns from scarch words
and browsing decisions of users, applying a reinforcement
learning technique. In the system described here, however,
it will be assumed that no search words are available. In [6]
and [7] techniques for presending documents on the WWW
are described that apply Markov-learning techniques and
can also be used to learn the relevance of data objects for a
specific client from former profiles of other users.

The system described here applies a different (unsuper-
vised) learning technique. The agent actively registrates
navigation decisions belween data objects, a method that
can casily be applied o an access analysis for multiple
servers, oo [8]. Having measured the sets of navigation
decisions of clients we are going to apply clustering tech-
niques as described in [9] using results about graph met-
rices as presented in the field of pattern recognition [10],
[11]. The computed clusters can be used for the classifica-
tion of a new profile and thus a prediction of future deci-
sions and especially a relevance estimation is possible. The
system will be tested using simulated data; the described
procedure can however easily be applied to real navigation
profiles.

The advantage of this technique compared to Markov mod-
cls is that we don't have to think about the order of the
Markov process. Such a predefinition may cause classifi-
cation errors or otherwise causc an unnecessary increase
of complexity. Moreover, we don’t work with sets of re-
quested data objects but with sets of navigation decisions



which we suppose 1o contain more information. The de-
scribed strategy is similar to procedures in the field of data
mining [12],[13], however we will not deal with very large
databases but we hope to achieve a better segmentation of
the set of navigation profiles.

In section 2 the structure of the agent will be described, lay-
ing emphasis on the profile registration component. In the
third section a technigue for the estimation of graph disti-
butions will be described and the applicability for a predic-
tion of navigation profiles. Some properties ol the estima-
tion technique will be shown and a visualization example is
presented. Section 4 gives a summary and mentions further
research issues.

2 Agent description and data acquisition

In this section the structure of the agent is described,
laying emphasis on the technique to registrate navigation
decisions of a specific client on the server’s side. The
visualization component of the agent was presented in [8].
The structure of the software system can be seen in figure
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Figure 1. Structure of the navigation support tool.

1. It is shown that the agent, represented by the ellipse on
the left acts between the internet client and server. The
ellipse on the right represents a number of internet servers,
e.g. the servers of a university.

The tracing technique for user navigations is similar to
a method described in [3] but it is quite different from a
proxy server method applied e.g. in [14]. The navigation
support starts by sending a prepared web page o the user,
which can be done automatically if the user isn’t registrated
yet, The page is modified in a way that all hyperlinks i.c.
URL addresses point to the IP-address of the agent. The
modified hyperlinks contain additional parameters like the
original address where the hyperlink originally pointed
{0, the address of the page where the hyperlink is located
and an identification number being assigned to a specific
client. The address ’http://server/origpage’ is modified to
*http://agent ?server/origpage+frompage+id’ where "agent’
is the web address of the agent and "server’ is the original
server containing the web page, "origpage’ is the address
of the page, 'frompage’ is the address of the page where
the hyperlink is located, *id" is the identification number.
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It is obvious that in this way the agent can registrate and
seperate the navigation decisions of internet users on the
considered website. As it may happen that a user applies a
search engine during his navigation, the agent should be
combined with a local scarch engine that replaces hyper-
links and communicates with the agent in a similar way.
The different profiles arc stored in the agent component
denoled as "knowledge’ in figure 1.

One disadvantage of this method compared to a proxy
server lechnique is the effort to realize the modification
step in the case of web-pages containing e.g. JavaScript or
Java. However, Lhe provided information is more accurate
than the usual access-log information stored by internel
servers, Duc 1o caching techniques in the internet we
may only get a subset of the actual navigation decisions
of users. Therefore in the following we model user pro-
files by the set (and not a sequence) of navigation decisions.

3 Estimation of graph distributions

3.1 Definitions and model

As described in the preceding section, the information we
get about a specific internet user on the server side is the
set (or at least a subset) of his navigation decisions. These
navigation decisions take place between certain data ob-
jects being available on the considered internet site, like
web pages, images, scripts, elc . Let D denote the set of
data objects in the internet sitc, having an (own) URL ad-
dress.

A user profile, measured by the agent, is then a graph struc-
ture:

DEF. 1 A(profile-) graph or navigation profile is a 4-Tupel
G = (V,E,u,v). Visasetofknotsand E CV x V is
a set of edges. Function 1 : V — Ly C D assigns labels
to the knots. Function v : E — Ly assigns labels to the
edges.

Let < G > be the set of all graphs following the preceding
definition. This set will be denoted as graph space’ based
on D. Let {G} C< G > denote a set of graphs.

Ly is a subset of D or a set of pointers to D. The
edges considered here are in the most common case hy-
perlinks that are present on certain web pages, Java applets
or scripts. However, with the help of a search engine, the
user can gel from one data object to possibly any other ob-
ject.

In the following sections the definitions of a subgraph, a
graph and subgraph isomorphism, graph-edit operations
and an error correcting subgraph isomorphism are used that
are common in the field of graph theory or artificial intelli-
gence and that are presented e.g. in [15] and [10].




3.2 Characterizations of graph distributions

It is our aim to classify a new profile graph according to a
set of former profiles supplied by users. For this purpose
it is helpful to know the distribution of graph profiles or at
least o get an idea of the shape of this distribution. It is
possible to regard < GG > as a discrete set and 1o assign a
probability value to cach element depending on the relative
frequency. However, graphs may be similar according to
certain aspects which may not be taken into account by the
discrete formulation.

It is very likely that people having the same question in
mind produce similar navigation profiles that are how-
ever slightly distorted because of internet caching, differ-
cnt starting points or different scarching stralegics. Vice
versa, similar profiles are likely to result from similar ques-
tions or intentions of users which is the main assumption
we make [16], [17]. We therefore assume that the profiles
are distributed in a way that one or a number of profiles
in some "places’ in the graph space have a high likelihood
and the other profiles being more and more distant from
one of these 'central’ profiles have a decreasing likelihood
with respect o a distance function that will be defined in
scction 3.3. This distribution can then be characterized by
a function:

DEF. 2 Characl: {G} — {1,.n}

Here, every profile is associated with one of the clusters.
Another method is to consider the centres of the clusters
and to lake into account some characteristics ol the inner
cluster structure:

DEF. 3 Charac2: U,-:,‘___,,{(Huﬂnﬂi}}-

where yi; is the centre graph of cluster i, o; is a measure for
the distribution within the cluster, e.g. the mean value of
the distances of the elements in the cluster 7 from the centre
clement pi; and A; is the number of elements in the cluster.
The centre values ji; can casily be found from Charac. 1
by determining the element in the cluster with the smallest
sum of the distances lo all the other clements in the same
cluster.

In the following we will use a simplification of the graph
distribution characterization in definition 3 by taking only
the centre points, i.c. we define Charac2’: | J,_, , {pm:i},

3.3 Graph metrices

The *shape’ of the graph distribution as being characterized
by definition 2 or 3 depends strongly not only on the data
clements but also on the distance measure between graphs,
Several definitions of graph distances arc known from the
field of pattern recognition.

A simple idea to define such a distance function is to count
the number of identical knots. To achieve a better segmen-
tation of the set of graph profiles however, the structure of
the connections i.e. edges in the graphs should be taken
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inlo account, too. A measure [or such a structural simila-
rity is the size of the largest common subgraph. In [11] it
was shown that for two graphs ¢; und Gy and the largest
common subgraph leS(G1,G2) the function

eS(Gy,6y)

DEE. 4 d(G,Gy) =1-

max(|Gy],|Gal)

has the mathemalical properties ol a metrics ( |.| denotes
the number of nodes in a graph). A similar graph distance
was defined in [18].

The disadvantage of this metrics is that possible similaritics
between dilferent knots can’t be taken into account. Such
similarities between the type of knots that are considered
here, i.c. data objects, have been examined for textual data
in the ficld of information retrieval [19]. They are impor-
tant for the automatic indexing of web pages [or the realiza-
tion of scarch engines. One well-known distance measure
is the tfidf-Norm, in which text pages are converted into
vectors of weights of words that can be compared with the
help of the cosine between the vectors.

A distance measure for two graphs G} and 5 making it
possible (o take such similarities into account is the follow-
ing [unction, where A is a set ol graph-edil operations and
C is a cost function for the edil oprations as described in
[10]:

DEF. 5 d(G,,G3) := mina{ C(A) | there exists an
error-correcting-subgraph-isomorphism f

from Gy 1o Gy}

The error-correcting-subgraph-isomorphism fulfilling the
condition on the right is called optimal-error-correcting-
(oec)-subgraph-isomorphism. However the distance func-
tion in definition 5 is not symmetric. In order to creale a
symmetric distance function it is possible to take the mini-
mum of d(G, Gy) and d(G», Gy ).

3.4 Estimation technique

The previously defined metrices or distance [unctions can
now be applied lo estimate the shape of a graph distribu-
tion considering the distribution characterization Charac2’
in section 3.2. The navigation graphs can be clustered using
a common clustering techniques like nearest neigbourhood
clustering as described in [9] and by using one of the dis-
tance functions given in section 3.3. Further investigations
concerning the shape of the inner cluster distributions ac-
cording to Charac? in section 3.2 can then be made.

In order to measure the quality of such a distribution esti-
mation it may be helpful to determine the distance between
a real distribution that is known in advance and an estima-
tion of this distribution.

Let Gy, ..G,, be the elements in {G'}, Hy,..H,, (m < n)
be the real cluster centres characterizing the graph distri-
bution and d(G,G3) be the distance between two graphs
according to one of the definitions in section 3.3. Lel
8(G) := min{d(G,H;)|j = 1,..m} with G € {G}.




DEF. 6 Given an estimation  of the cluster centres
oy, ..Hy, leterr:= Eizl,..m O(I;).

Obviously, err decreases, if the estimation result gets bet-
ter i.e. the estimated cluster centres move towards the real
ones, given that the starting points are sufficiently good.
Knowing the estimated distribution of navigation graphs
we can describe a prediction technique to find future nav-
igation steps of a specific user if we assume that the new
profile follows the same distribution as the former ones.
One way is to compare the new navigation profile to the es-
{imated cluster centres and to find the closest centre. Given
the cluster centres }:71 : :.Hm and the new profile 7, in this
method d1; := d(G, H;) has to be minimized in j where
d(G, H;) is a distance of G to the cluster centre H; as de-
fined in section 3.3. This centre element H; can then be
expected to have a high relevance for the user.

A further possibility is to take into account the absolute
probability that a user profile belongs to a cluster. This
probability can be estimated by the relative number of
elements in the cluster. The minimization of d2; =

d(G,H J}T-T:—-Fi in j takes this absolute probability into
JITTA T

account, where A is the number of observed profiles, A; is

the number of patterns in cluster j. These functions will be

tested in the following.

3.5 Simulation and visualization examples

It is the aim to show some of the properties of the described
distribution estimation and classification with simulated
navigation profiles where the distribution (i.c. Charac2’
in section 3.2) of the original data is known in advance
and can be compared to the estimation results. The sim-
ulation process starts by defining a graph space < G >
as defined in section 3.1. A number of graphs will then
be computed randomly with equal distribution, the number
of knots being identical and a fix number of edges. These
graphs represent the real centre graphs. Then a sequence
of graphs will be computed presenting the simulated graph
data. Each graph is obtained by randomly choosing one
of the real centre graphs randomly and a number for the
label errors. The error value is choosen according to a dis-
crete Gaussian N (0, 0) distribution. The simulated graph
is computed by changing a number of knot labels of the
centre graph, equal to the number of label errors.

In figure 2 the dependence of the estimation quality ac-
cording to definition 6 on the number of graphs in the se-
quence of navigation profiles is shown. The number of ele-
ments in I is 30, the number of knots in each graph is 25,
with 30 edges. The graphs were computed from 2 original
graphs (m=2), constituing the real distribution characteri-
zation. The number of identical simulations was 10. In
figure 2 each value is the mean value of the estimation er-
rors in the identical simulations. The graph metrics applied
here for the clustering and the estimation quality measure-
ment was the subgraph metrics in definition 4. As can be
expected, the estimation error decreases, when the number
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of graphs increases since more information about the dis-
tribution is available for the estimation process.
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Figure 2. Dependence of the estimation error on number of
graphs
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Figure 3. Classification experiment of user profiles by min-
imizing d1 (¢) and d2 (+) in section 3.4.

In a second experiment we examined the prediction
quality supposing that the distribution characterization is
already known. A number of profiles was generated, fol-
lowing this distribution as described above. The percentage
( %745) of missclassifications was determined, denoted as
"classification error’.

Fig. 3 shows the classification error based upon the mim-
imization of d1 () and d2 (+) in section 3.4. In the exper-
iment the deviation of label errors is changed. As can be
seen, the prediction based upon minimization of d2 shows
better results for higher values of the label error. This re-
sult was expected since more information about the shape
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Figure 4. A visualization example: The window on the right shows the browser software presenling a webpage. On the left, a
window with navigation decisions can be seen, estimated to be relevant.

of the distribution is used in the case of d2.

The algorithms can casily be applied to real data (however
without any quality measure like in the simulations yet). In
figure 4 it is shown, how the estimation results can be used
to present relevant navigation decisions applying a visual-
ization technique presented in [8]. In the right window in
figurc 4, the browser software, in this case Netscape, can be
seen, showing the original web page. The modified hyper-
links according to section 2 don’t change the presentation
of the page. The left window outside the browser window
shows the actual path of the user with navigation steps es-
timated to be relevant.

4 Conclusion and further aspects

One possibility to prevent a user from getting confused in
the internet is the presentation of maps showing the hyper-
link structure. This presentation can be improved, il only
relevant data objects and (sequences of) navigation deci-
sions are shown. In the article an estimation technique was
presented that applics a graph clustering technique with the
help of a definition of a distance between graphs. This
process provides a characterization of the distribution of
graphs which is difficult to describe directly. This char-
acterization can then be applied for a relevance estimation
presurning that the new navigation graph [ollows the same
distribution.

Some properties of the algorithm were shown by applying
a simulation procedure. The advantage of the use of sim-
ulated data is the knowlege about the distribution that isn’t
known for real data.

This method has the advantage compared 1o Markov mod-
elling that a multi-step-prediction can easily be done and
that not only sequences of navigation steps but also navi-
gation graphs i.c. sets of navigation steps can be taken into
account. A graph modelling of user decisions can be of
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advantage if e.g. caching strategies in the internel causc
distorted navigation profiles or if the actual navigation de-
cisions have 1o be considered, too. The article describes
a software structure making it possible to track navigation
decisions of users on the server’s side and 1o use these data
for the relevance estimation.

There are more refined methods to describe a distribution
ol graphs conceivable. A first improved method is given in
definition 3, however [urther improvements should be de-
veloped. Different and more refined graph distances can be
defined e.g. laking into account knot distances as described
in definition 5. Additionally the prediction qualily has to
be examined closely for real data. The time requirements
of the prediction algorithm are very important because this
step has to be done in real-time. Further improvements of
the system with respect to information visualization or with
respect to learning from additional information about a user
or the internet site are of interesL.
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