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2 Geometric Algebra: an outlineThe algebras of Cli�ord and Grassmann are well known to pure mathematicians, but were longago abandoned by physicists in favour of the vector algebra of Gibbs, which is indeed what ismost commonly used today in most areas of physics. The approach to Cli�ord algebra we adopthere was pioneered in the 1960's by David Hestenes [?] who has, since then, worked on developinghis version of Cli�ord algebra { which will be referred to as geometric algebra { into a unifyinglanguage for mathematics and physics.2.1 Basic De�nitionsLet Gn denote the geometric algebra of n-dimensions { this is a graded linear space. As well asvector addition and scalar multiplication we have a non-commutative product which is associativeand distributive over addition { this is the geometric or Cli�ord product. A further distinguish-ing feature of the algebra is that any vector squares to give a scalar. The geometric product of twovectors a and b is written ab and can be expressed as a sum of its symmetric and antisymmetricparts ab = a�b+ a^b; (1)where the inner product a�b and the outer product a^b are de�ned bya�b = 12(ab+ ba) (2)a^b = 12(ab� ba): (3)The inner product of two vectors is the standard scalar or dot product and produces a scalar.The outer or wedge product of two vectors is a new quantity we call a bivector. We think of abivector as a directed area in the plane containing a and b, formed by sweeping a along b { seeFigure ??.Thus, b^a will have the opposite orientation making the wedge product anticommutative asgiven in equation ??. The outer product is immediately generalizable to higher dimensions { forexample, (a^b)^c, a trivector, is interpreted as the oriented volume formed by sweeping thearea a^b along vector c. The outer product of k vectors is a k-vector or k-blade, and such aquantity is said to have grade k. Amultivector (linear combination of objects of di�erent type) ishomogeneous if it contains terms of only a single grade. The geometric algebra provides a means ofmanipulating multivectors which allows us to keep track of di�erent grade objects simultaneously{ much as one does with complex number operations.In a space of 3 dimensions we can construct a trivector a^b^c, but no 4-vectors exist since thereis no possibility of sweeping the volume element a^b^c over a 4th dimension. The highest gradeelement in a space is called the pseudoscalar. The unit pseudoscalar is denoted by I and iscrucial when discussing duality. 2



2.2 The Geometric Algebra of 3-D SpaceIn an n-dimensional space we can introduce an orthonormal basis of vectors f�ig i = 1; :::; n, suchthat �i��j = �ij. This leads to a basis for the entire algebra:1; f�ig; f�i^�jg; f�i^�j^�kg; : : : ; �1^�2^: : :^�n: (4)Note that we shall not use bold symbols for these basis vectors. Any multivector can be expressedin terms of this basis. The basis for the 3-D space has 23 = 8 elements given by:1|{z}scalar; f�1; �2; �3g| {z }vectors ; f�1�2; �2�3; �3�1g| {z }bivectors ; f�1�2�3g � i| {z }trivector : (5)It can easily be veri�ed that the trivector or pseudoscalar �1�2�3 squares to �1 and commuteswith all multivectors in the 3-D space. We therefore give it the symbol i; noting that this is notthe uninterpreted commutative scalar imaginary j used in quantum mechanics and engineering.Multiplication of the three basis vectors f�ig by i results in the three basis bivectors;�1�2 = i�3 �2�3 = i�1 �3�1 = i�2 (6)These simple bivectors rotate vectors in their own plane by 90� and it can easily be shown thatthe quaternion algebra is simply a subset of the geometric algebra of 3-space.2.3 Formulation of Projective GeometryHere we will outline the approach pioneered by Hestenes for using geometric algebra to discussthe algebra of incidence. For a more extended discussion we refer the reader to [?].A geometric algebra Gn can be written as G(p; q) where p and q are the dimensions of the maximalsubspaces with positive and negative signatures respectively (the signature of a vector a is positive,negative or zero according as a2 > 0; < 0; = 0) { for real applications we �nd it useful to specifythe signature to facilitate actual computations. We will see later that we adopt the standardEuclidean signature G(3; 0) for ordinary space, E3, but that we are forced to adopt a signature ofG(1; 3) for the 4-dimensional space we associate with the projective space.In Euclidean spaces of 2 and 3 dimensions the unit pseudoscalar squares to �1. In G(1; 3) it iseasy to see that this is also the case. If i; i = 1; 2; 3; 4 are our basis vectors in the 4D space, andj2 = �1 for j=1,2,3 and 24 = +1, then(1234)(1234) = (234)(234) = �(34)(34) = �1: (7)The sign of I2 depends on the signature of the space. In a given space any pseudoscalar P can bewritten as P = �I where � is a scalar. If I�1 is the inverse of I, so that II�1 = 1, then,PI�1 = �II�1 = � � [P ] (8)where we have de�ned the bracket of the pseudoscalar P , [P ], as its magnitude, arrived atby multiplication on the right by I�1. This bracket is precisely the same as the bracket of theGrassmann-Cayley algebra. The sign of the bracket does not depend on the signature of the space.3



To introduce the concepts of duality we de�ne the dual A� of an r-vector A asA� = AI�1: (9)>From this de�nition we see that the dual of an r-vector is an (n� r)-vector (e.g. duality of lines(r = 1) and planes (n� r = 3� 1) in 3 space). In an n-dimensional space, if A is an r-vector andB is an s-vector (such that r+ s = n), it can be shown that the following identity for the dual ofthe outer product holds [A^B] = (A^B)I�1 = A�B�: (10)We note that duality is simply multiplication by an element of the algebra, and that there istherefore no need to introduce a special operator or any concept of a di�erent space.In an n-dimensional geometric algebra one can de�ne the join J = AVB of an r-vector A andan s-vector B by J = A^B if A and B are linearly independent: (11)If A and B are not linearly independent the join is not given simply by the wedge but by thesubspace that they span. J can be interpreted as a `common dividend of lowest grade' and isde�ned up to a scale factor. It is easy to see that if (r + s) � n then J will be the pseudoscalarfor the space. In what follows we will use V for the join only when the blades A and B are notlinearly independent, otherwise we will use the ordinary outer product,^ .If A and B have a common factor (i.e. there exists a k-vector C such that A = A0C and B = B 0Cfor some A0, B 0) then we can de�ne the `intersection' or meet of A and B as A _ B where(A _B)� = A�^B�: (12)That is, the dual of the meet is given by the join of the duals. In equation ?? the dual of (A_B)is understood to be taken with respect to the join of A and B. In most cases of practical interestthis join will be the whole space and the meet is therefore easily computed so that a more usefulexpression for the meet is obtained as followsA _ B = (A�^B�)I = (A�^B�)(I�1I)I = �(A��B) (13)according as I2 = �1. We therefore have the very simple and readily computed relation ofA _B = �(A��B). The above concepts are discussed further in [?].2.4 Linear AlgebraIn this section we will give a brief review of the geometric algebra approach to linear algebra.More detailed reviews can be found in [?, ?].Consider a linear function f which maps vectors to vectors in the same space. We can extend fto act linearly on multivectors via the outermorphism, f , de�ning the action of f on blades byf(a1^a2^: : :^ar) = f (a1)^f(a2)^: : :^f(ar): (14)We use the term outermorphism because f preserves the grade of any r-vector it acts on. Theaction of f on general multivectors is then de�ned through linearity. f must therefore satisfy:4



f(a1^a2) = f (a1)^f(a2)f (Ar) = hf (Ar)ir (15)f(�1a1 + �2a2) = �1f(a1) + �2f (a2)The outermorphism of a product of two linear functions is therefore the product of the outermor-phisms, i.e. if f(a) = f2(f1(a)), then we can write f = f 2f1.Since the outermorphism preserves grade, we know that the pseudoscalar of the space must bemapped onto some multiple of itself. The scale factor in this mapping is the determinant of f ;f (I) = det(f )I: (16)This is much simpler than many de�nitions of the determinant. Using this de�nition, mostproperties of determinants can be established with little e�ort.3 Projective Space and Projective TransformationsIn classical projective geometry one de�nes a 3D space, P3, whose points are in 1�1 correspondencewith lines through the origin in a 4D space, R4. Similarly, k-dimensional subspaces of P3 areidenti�ed with (k+1)-dimensional subspaces of R4. Such projective views can provide very elegantdescriptions of the geometry of incidence (intersections, unions etc.), but in order to carry outany real computations one is forced to introduce some sort of basis and associated metric. From amathematical viewpoint the projective space, P3, would have no metric, the basis and metric areintroduced in the associated 4D space. In this 4D space a coordinate description of a projectivepoint is conventionally brought about by using homogeneous coordinates. The usefulness of theprojective description of space is often only realised via the introduction of such homogeneouscoordinates.3.1 The Projective SplitPoints in real 3D space will be represented by vectors in E3, a 3D space with a Euclidean metric.Since any point on a line through some origin O will be mapped to a single point in the imageplane, we will �nd it useful to associate a point in E3 with a line in a 4D space, R4. In these twodistinct but related spaces we de�ne basis vectors: f1; 2; 3; 4g in R4 and f�1; �2; �3g in E3.We identify R4 and E3 with the geometric algebras of 4 and 3 dimensions, G4 and G3. We requirethat vectors, bivectors and trivectors in R4 will represent points, lines and planes in E3. Supposewe choose 4 as a selected direction in R4, we can then de�ne a mapping which associates thebivectors i4, i = 1; 2; 3, in R4 with the vectors �i, i = 1; 2; 3, in E3;�1 � 14 �2 � 24 �3 � 34: (17)To preserve the Euclidean structure of the spatial vectors f�ig (i.e. �2i = +1) it is easy to seethat we are forced to assume a non-Euclidean metric for the basis vectors in R4. We choose to use5



24 = +1; i = �1; i = 1; 2; 3. This process of associating the quantities in the higher dimensionalspace with quantities in the lower dimensional space is an application of what Hestenes calls theprojective split.For a vector X = X11 +X22 +X33 +X44 in R4 the projective split is obtained by taking thegeometric product of X and 4;X4 = X�4 +X^4 = X4  1 + X^4X4 ! � X4(1 + x): (18)Note that x contains terms of the form 14; 24; 34 or, via the associations in equation ??,terms in �1; �2; �3. We can therefore think of the vector x as a vector in E3 which is associatedwith the bivector X^4=X4 in R4.If we start with a vector x = x1�1 + x2�2 + x3�3 in E3, we can represent this in R4 by the vectorX = X11 +X22 +X33 +X44 such thatx = X^4X4 = X1X414 + X2X424 + X3X4 34= X1X4�1 + X2X4�2 + X3X4�3; (19)) xi = XiX4 , for i = 1; 2; 3. The process of representing x in a higher dimensional space cantherefore be seen to be equivalent to using homogeneous coordinates, X, for x. Thus, inthis geometric algebra formulation we postulate distinct spaces in which we represent ordinary3D quantities and their 4D projective counterparts, together with a well-de�ned way of movingbetween these spaces.3.2 Projective transformationsIt is well known that there are various advantages to working in homogeneous coordinates.If a general point (x; y; z) in 3-D space is projected onto an image plane, the coordinates (x0; y0)in the image plane will be related to (x; y; z) via a transformation of the form:x0 = �1x+ �1y + �1z + �1~�x+ ~�y + ~�z + ~� ; y0 = �2x+ �2y + �2z + �2~�x+ ~�y + ~�z + ~� : (20)To make this non-linear transformation in E3 into a linear transformation in R4 we de�ne a linearfunction fp mapping vectors onto vectors in R4 such that the action of fp on the basis vectorsfig is given by fp(1) = �11 + �22 + �33 + ~�4fp(2) = �11 + �22 + �33 + ~�4fp(3) = �11 + �22 + �33 + ~�4fp(4) = �11 + �22 + �33 + ~�4 (21)A general point P in E3 given by x = x�1 + y�2 + z�3 becomes the point X = (X1 + Y 2 +Z3 +W4) in R4, where x = X=W; y = Y=W; z = Z=W . We can then see that fp maps X ontoX0 where 6



X0 = 3Xi=1f(�iX + �iY + �iZ + �iW )ig+ (~�X + ~�Y + ~�Z + ~�W )4 (22)The vector x0 = x0�1+ y0�2+ z0�3 in E3 corresponds to X0, where x0 is as given in equation (??).Similar expressions are obtained for y0 and z0.Note that in general we would take �3 = f ~�; �3 = f ~� etc. so that z0 = f (focal length),independent of the point chosen. Via this means the non-linear transformation in E3 becomesa linear transformation, fp, in R4. Use of the linear function fp makes the invariant nature ofvarious quantities very easy to establish.3.3 Algebra in projective spaceThere has been much recent interest in the use of the Grassmann-Cayley or double algebra asan elegant means of formulating the algebra of incidence [?, ?, ?, ?]. Here we will show brieyhow the main algebraic results of the Grassmann-Cayley algebra arise naturally when we expressprojective geometry in geometric algebra.Consider three non-collinear points, P1; P2; P3, represented by vectors x1; x2; x3 in E3 and byvectors X1; X2; X3 in R4. The line L12 joining points P1 and P2 can be expressed in R4 by thefollowing bivector, L12 = X1^X2: (23)Any point P , represented in R4 by X, on the line through P1 and P2, will satisfyX^L12 = X^X1^X2 = 0: (24)This is therefore the equation of this line in R4. In general such an equation is telling us that Xbelongs to the subspace spanned by X1 and X2.Similarly, the plane �123 passing through points P1; P2; P3 is expressed by the following trivectorin R4 �123 = X1^X2^X3: (25)In E3 there are generally three types of intersections we wish to consider. We will look at two ofthese cases as an illustration and for these we will require the following general result, giving theinner product of an r-blade, Ar = a1^a2^:::::^ar, and an s-blade, Bs = b1^b2^:::::^bs (for s � r)Bs �(a1^a2^:::::^ar) =Xj �(j1j2::::jr)Bs �(aj1^aj2^::::^ajs)ajs+1^:::::^ajr (26)where we sum over all combinations j = (j1; j2; ::::; jr) such that j1 < j2 < :::: < jr. �(j1j2:::jr) =+1 if j is an even permutation of (1; 2; 3; :::; r) and �1 if it is an odd permutation. See [?] forfurther discussion of this result.3.3.1 Intersection of a line and a planeConsider a line A = X1^X2 intersecting a plane � = Y1^Y2^Y3 { all vectors are in R4. Theintersection point is expressible using the meet operation7



A _ � = (X1^X2) _ (Y1^Y2^Y3): (27)Using the de�nition of the meet given in equation ?? we haveA _ � = �A��� (28)since the pseudoscalar for R4, which we shall call I4 if any ambiguity is possible, squares to �1.This leads to A��� = (AI�1)�� = �(AI)��: (29)According to equation ?? we can then expand the meet asA _ � = (AI)�(Y1^Y2^Y3)= [f(AI)�(Y2^Y3)gY1 + f(AI)�(Y3^Y1)gY2 + f(AI)�(Y1^Y2)gY3] : (30)Noting that (AI)�(Yi^Yj) is a scalar, we can evaluate the above by taking scalar parts. If wewrite [A1A2A3A4] as a shorthand for the magnitude of the pseudoscalar formed from the fourvectors, then with some manipulation we can see that the meet reduces to (neglecting an overallminus sign) A _ � = [X1X2Y2Y3]Y1 + [X1X2Y3Y1]Y2 + [X1X2Y1Y2]Y3 (31)giving the intersection point (vector in R4). Note that this is precisely the expansion of themeet that would result from the analysis in the Grassmann-Cayley algebra [?, ?]. We can seethat we must identify the r-extensors of the Grassmann-Cayley algebra with r-blades in ourgeometric algebra. Also, the de�nition of the bracket of four vectors in R4 as the magnitude ofthe pseudoscalar formed from the outer product of the vectors is equivalent to its de�nition as thedeterminant of the four vectors in the Grassmann-Cayley algebra.>From the de�nition of the bracket given above it is easy to show that the equivalent bracket inE3 is formed by evaluating the following volume(x2 � x1)^(x3 � x1)^(x4 � x1)I3�1 (32)where, as before, xi = Xi^4Xi �4 . If the Wi = 1, we can summarize the above relationships betweenthe brackets of 4 points in R4 and E3 as follows[X1X2X3X4] = (X1^X2^X3^X4)I4�1 � f(x2 � x1)^(x3 � x1)^(x4 � x1)gI3�1: (33)3.3.2 Intersection of two planesWe now consider the intersection of two planes �1 = X1^X2^X3 and �2 = Y1^Y2^Y3. Themeet of �1 and �2 is given by�1 _ �2 = (X1^X2^X3) _ (Y1^Y2^Y3): (34)As before, this can be expanded as�1 _ �2 = f(�1I)�Y1g(Y2^Y3) + f(�1I)�Y2g(Y3^Y1) + f(�1I)�Y3g(Y1^Y2): (35)8



Following the arguments of the previous section we can show that (�1I)�Yi � �[X1X2X3Yi], sothat the meet is�1 _ �2 = [X1X2X3Y1](Y2^Y3) + [X1X2X3Y2](Y3^Y1) + [X1X2X3Y3](Y1^Y2); (36)producing a line of intersection (bivector inR4). If one identi�es the 2-extensors of the Grassmann-Cayley algebra with bivectors in the geometric algebra, the above expansion is seen to be the sameas the expressions given in [?].The intersection of two lines can be similarly discussed.The 4D algebra described above has been implemented using the computer algebra packageMAPLE and all of the operations discussed here are easily evaluated.4 Invariance using Geometric AlgebraIn this section we will use the framework established so far to show how standard geometricinvariants are derived in this approach.4.1 1-D and 2-D Projective Invariants from a Single ViewThe 1-D Cross-RatioThe `fundamental projective invariant' of points on a line is the so-called cross-ratio, �, de�nedas � = ACBC BDAD = (t3 � t1)(t4 � t2)(t4 � t1)(t3 � t2) ;where t1 = jPAj; t2 = jPBj, t3 = jPCj; t4 = jPDj, for points P;A;B;C;D on some line L. It isfairly easy to show that for the projection through some point O of the collinear points A;B;C;Donto any line L0, � remains constant. For this 1D case, any point q on the line L can be writtenas q = t�1 relative to P , where �1 is a unit vector in the direction of L. We then move up adimension to a 2D space, with basis vectors (1; 2), we will call R2 in which q is represented bythe vector Q; Q = T1 + S2where, as before, we associate q with the bivector Q ̂2Q�2 = TS�1 so that t = T=S. When a pointon line L is projected onto another line L0, the distances t and t0 are related by a projectivetransformation of the form t0 = �t+ �~�t+ ~� : (37)This non-linear transformation in E1 can be made into a linear transformation in R2 by de�ningthe linear function f1 mapping vectors onto vectors in R2;f 1(1) = �11 + ~�2f 1(2) = �11 + ~�2:9



Consider 2 vectors X1;X2 in R2. Form the bivector S1 = X1^X2 = �1I2, where I2 = 12 is thepseudoscalar for R2. We now look at how S1 transforms under f1:S 01 = X01^X02 = f 1(X1^X2) = (detf 1)(X1^X2): (38)This last step follows since a linear function must map a pseudoscalar onto a multiple of itself,this multiple being the determinant of the function. Suppose that we now take 4 points on theline L whose corresponding vectors in R2 are fXig, i = 1; ::; 4, and consider the ratio R1 of 2wedge products; R1 = X1^X2X3^X4 : (39)Then, under f1, R1 !R01, whereR01 = X01^X02X03^X04 = (detf1)X1^X2(detf1)X3^X4 : (40)R1 is therefore invariant under f1. However, we want to express our invariants in terms of distanceson the 1D line; for this we must consider how the bivector S1 in R2 projects down to E1.X1^X2 = (T11 + S12)^(T21 + S22)= (T1S2 � T2S1)12= S1S2(t1 � t2)I2: (41)In order to form a projective invariant which is independent of the choice of the arbitrary scalarsSi, we must then take ratios of the bivectors Xi^Xj (so that detf 1 cancels) and multiples of suchratios so that the Si's cancel. More precisely, consider the following expressionInv1 = (X3^X1)I�12 (X4^X2)I�12(X4^X1)I�12 (X3^X2)I�12Then, in terms of distances along the lines, under the projective transformation f 1, Inv1 goes toInv01 where Inv01 = S3S1(t3 � t1)S4S2(t4 � t2)S4S1(t4 � t1)S3S2(t3 � t2) = (t3 � t1)(t4 � t2)(t4 � t1)(t3 � t2) ; (42)which is independent of the Si's and is indeed the 1D classical projective invariant, the cross-ratio. Deriving the cross-ratio in this way enables us to easily generalize it to form invariants inhigher dimensions.
10



The 2-D generalization of the Cross-RatioFor points in a plane we again move up to a space with one higher dimension which we shall callR3. Let a point P in the plane M be described by the vector x in E2 where x = x�1 + y�2. InR3 this point will be represented by X = X1 + Y 2 + Z3 where x = X=Z and y = Y=Z. Asbefore, we can de�ne a general projective transformation via a linear function f 2 mapping vectorsto vectors in R3. We can then follow through the arguments used in the 1D case to form invariantquantities by taking multiples of ratios of trivectors, e.g.Inv2 = (X5^X4^X3)I�13 (X5^X2^X1)I�13(X5^X1^X3)I�13 (X5^X2^X4)I�13We can then interpret this ratio in E2 asInv2 = (x5 � x4)^(x5 � x3)I�12 (x5 � x2)^(x5 � x1)I�12(x5 � x1)^(x5 � x3)I�12 (x5 � x2)^(x5 � x4)I�12 = A543A521A513A524 (43)where 12Aijk is the area of the triangle de�ned by the 3 vertices xi;xj;xk. This invariant isregarded as a 2D generalization of the 1D cross-ratio.4.2 3-D Projective Invariants from Multiple Views4.2.1 The 3-D generalization of the Cross-RatioWhen considering general points in E3 we have seen that we move up one dimension to work inthe 4D space R4. The point x = x�1+y�2+ z�3 in E3 is written as X = X1+Y 2+Z3+W4,where x = X=W; y = Y=W; z = Z=W . As before, a non-linear projective transformation in E3becomes a linear transformation, described by the linear function f3 in R4.Again, as in the 1D and 2D case we form invariant quantities by taking multiples of ratios of4-vectors, e.g. Inv3 = (X1^X2^X3^X4)I�14 (X4^X5^X2^X6)I�14(X1^X2^X4^X5)I�14 (X3^X4^X2^X6)I�14 : (44)Using the arguments of the previous sections we can write(X1^X2^X3^X4)I�14 � W1W2W3W4f(x2 � x1)^(x3 � x1)^(x4 � x1)gI�13 : (45)We can therefore see that the invariant Inv3 is the 3D equivalent of the 1D cross-ratio and consistsof ratios of volumes; Inv3 = V1234V4526V1245V3426 ; (46)where Vijkl is the volume of the solid formed by the 4 vertices xi;xj;xk;xl.Conventionally all of these invariants are well known but above we have outlined a general processfor generating projective invariants in any dimension which is straightforward and simple.11



4.2.2 3D projective invariants in terms of image coordinatesSuppose we have six general 3D points Pi, i = 1; ::; 6, represented by vectors fxi;Xig in E3 andR4 respectively. We have seen in section 4.2.1 that 3D projective invariants can be formed fromthese points, and an example of such an invariant isInv3 = [X1X2X3X4][X4X5X2X6][X1X2X4X5][X3X4X2X6] : (47)This is simply equation ?? rewritten in terms of brackets. If it is possible to express the bracket[XiXjXkXl] in terms of the image coordinates of points Pi; Pj; Pk; Pl; then we can easily computethis invariant. Some of the most recent work on this problem has utilized the Grassmann-Cayleyalgebra [?, ?, ?]. It has been shown [?] that it is not possible to compute general 3D invariantsfrom a single image and in [?] Carlsson tried to show how to compute such invariants from a pairof images in terms of the image coordinates and the fundamental matrix, F , using the Grassmann-Cayley algebra. Subsequent work by Csurka and Faugeras [?] claims to have corrected some ofCarlsson's expressions by including omitted scale factors. Here we will translate the approach ofCarlsson into the geometric algebra framework in an attempt to address this question. We willalso show that the claim of Csurka et al. is indeed correct but that the resolution lies simply inreordering the bracket decomposition rather than �nding large numbers of omitted scale factors.Consider the scalar S1234 formed from the bracket of 4 pointsS1234 = [X1X2X3X4] = (X1^X2^X3^X4)I4�1 = (X1^X2)^(X3^X4)I4�1: (48)The quantities (X1 ^X2) and (X3 ^X4) represent the line joining points P1 and P2, and P3 andP4. We let a0 and b0 be the centres of projection of the two cameras and suppose that the twocamera image planes can be de�ned by the two sets of vectors fa1;a2;a3g and fb1; b2; b3g { see�gure ??. Let the projection of points fPig through the centres of projection onto the imageplanes be given by the vectors fa0ig and fb0ig. Note that this notation follows that of Carlsson [?]but that our vectors, ai; bi; etc. are ordinary vectors in E3. We then let the representations ofthese vectors in R4 be Ai;Bi;A0i;B0i:::, etc.Expressing X1^X2 (resp. X3^X4) as the meet of the planes U1 and V1 (resp. U2 and V2) throughthe image points and the centres of projection givesX1^X2 = (A0^A01^A02) _ (B0^B01^B02) � U1^V1 (49)X3^X4 = (A0^A03^A04) _ (B0^B03^B04) � U2^V2: (50)S1234 can therefore be written as S1234 = f(U1 _ V1) ^ (U2 _ V2)g I4�1: >From the de�nition of themeet this equation can be simpli�ed toS1234 = �f(U1 _ U2)^(V1 _ V2)g I4�1: (51)Using the similar expression for V1 _ V2, S1234 then reduces toS1234 = �f[A0A01A02A03][B0B01B02B04][A0B0A04B03] + [A0A01A02A04][B0B01B02B03][A0B0A03B04]g :(52)12



Now consider a point in the �rst image plane which is the intersection of the lines joining pointsfa01 and a02g and fa03 and a04g { call this point a01234. Let the R4 representation of this point beA01234. We can expand the points A0i and A01234 in terms of the R4 vectors A1;A2;A3:A0i = �i;1A1 + �i;2A2 + �i;3A3 i = 1; 2; 3 (53)A01234 = �1234;1A1 + �1234;2A2 + �1234;3A3: (54)Similarly, if B01234 is the R4 representation of the intersection point b01234 in the second image plane(i.e. the intersection of the lines joining fb01 and b02g and fb03 and b04g) then we can write the pointsB0i and B01234 as B0i = �i;1B1 + �i;2B2 + �i;3B3 i = 1; 2; 3B01234 = �1234;1B1 + �1234;2B2 + �1234;3B3: (55)We can form A01234 from the meet of the line A01 ^ A02 and the plane A0 ^ A03 ^ A04;A01234 = [A01A02A03A04]A0 + [A01A02A04A0]A03 + [A01A02A0A03]A04: (56)Similarly for B01234;B01234 = [B01B02B03B04]B0 + [B01B02B04B0]B03 + [B01B02B0B03]B04: (57)Therefore we can evaluate the bracket [A0B0A01234B01234] as follows[A0B0A01234B01234] = �fA0^A01234g^fB0^B01234gI4�1= �f[A01A02A04A0][B01B02B0A03][A0A03B0B04] +[A01A02A0A03][B01B02B04B0][A0A04B03B0]g: (58)After some reordering of terms we note that this is precisely the expression for the bracket S1234given in equation ??. Thus, to summarize, we are able to write the bracket of the 4 points (in R4)as S1234 = [X1X2X3X4] � [A0B0A01234B01234]: (59)Note here that the bracket [X1X2X3X4] has been equated to [A0B0A01234B01234] by the process ofsplitting up the bracket into two parts, X1 ^X2 and X3 ^X4 and then expressing each of theselines (bivectors) as the meet of two planes (trivectors) as in equation ??. Thus, when we takeratios of brackets to cancel out scale factors and form our invariants we must ensure that, if wewant to express the brackets in the form of equation ??, the same decomposition of Xi ^Xj mustoccur in the numerator and denominator so that these arbitrary factors cancel. In the case ofInv3, we have Inv3 = f(X1^X2)^(X3^X4)gI4�1f(X4^X5)^(X2^X6)gI4�1f(X1^X2)^(X4^X5)gI4�1f(X3^X4)^(X2^X6)gI4�1 (60)so we see that this decomposition rule has been obeyed. Now in [?] it is claimed that the invariantof 6 points which can be thought of as arising from 4 points and a line, namelyInv3 = [X1X2X3X4][X1X2X5X6][X1X2X3X5][X1X2X4X6] : (61)13



is not invariant when expressed in Carlsson's terms. Their solution is to include a large numberof correcting scale factors. If we were to decompose the expression as given in equation ?? in themanner outlined previously, we would haveInv3 = f(X1^X2)^(X3^X4)gI4�1f(X1^X2)^(X5^X6)gI4�1f(X1^X2)^(X3^X5)gI4�1f(X1^X2)^(X4^X6)gI4�1 : (62)It is clear that the same bivectors do not appear in both the numerator and denominator andtherefore there will not be the required cancelling of scale factors. However, suppose we simplyrearrange equation ?? in the following way;Inv03 = [X1X4X2X3][X1X5X2X6][X1X5X2X3][X1X4X2X6] : (63)This can always be done since interchanging vectors in Xi ^Xj ^Xk ^Xl simply changes the signof the pseudoscalar. Now, the decomposition would look likeInv03 = f(X1^X4)^(X2^X3)gI4�1f(X1^X5)^(X2^X6)gI4�1f(X1^X5)^(X2^X3)gI4�1f(X1^X4)^(X2^X6)gI4�1 : (64)We now see that the same bivectors appear in both numerator and denominator and thereforethat all scale factors should cancel. WritingInv3 = [X1X2X3X4][X1X2X5X6][X1X2X3X5][X1X2X4X6] � [A0B0A01423B01423][A0B0A01526B01526][A0B0A01523B01523][A0B0A01426B01426] (65)where Aijkl is the point in R4 corresponding to the intersection point a0ijkl as de�ned previously,will indeed produce an invariant. There is thus no need for the introduction of the scale factorsproposed in [?].5 ConclusionsWe have presented a brief introduction to the techniques of geometric algebra and shown howthey can be used in the algebra of incidence and in the formation and computation of invariants.For intersections of planes, lines etc. and for the discussion of projective transformations it isuseful to work in a 4D space we have called R4. We �nd that we do not need to invoke thestandard concepts or machinery of classical projective geometry, all that is needed is the idea ofthe projective split relating the quantities in R4 to quantities in our 3D world. We believe thatwith this approach we can achieve everything that has currently been achieved with the standardapproaches, but that we can do it in a more geometrically intuitive fashion.References[1] Barnabei, M., Brini, A. and Rota, G-C. 1985. On the exterior calculus of invariant theory. Journal of Algebra, 96, 120{160.[2] Bayro-Corrochano, E. and Lasenby, J. 1995. Object modelling and motion analysis using Cli�ord algebra. to appear in Pro-ceedings of Europe-China Workshop on Geometric Modeling and Invariants for Computer Vision, Ed. Roger Mohr and WuChengke, Xi'an, China, April 1995. 14
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