
Computing 3D Projective Invariantsfrom Points and LinesJ. Lasenby1 and E. Bayro-Corrochano21 Cambridge University Engineering Department, Trumpington St, Cambridge, U.K.,jl@eng.cam.ac.uk2 Computer Science Institute, Christian Albrechts University, Kiel, Germany,edb@informatik.uni-kiel.deAbstract. In this paper we will look at some 3D projective invariantsfor both point and line matches over several views and, in the case ofpoints, give explicit expressions for forming these invariants in terms ofthe image coordinates. We discuss whether such invariants are useful bylooking at their formation on simulated data.1 IntroductionThe following sections will derive the forms for some 3D projective invariantsusing the system of Geometric Algebra (GA). Geometric algebra is a coordinate-free approach to geometry based on the algebras of Grassmann [5] and Cli�ord[3] { the approach we adopt here was pioneered by David Hestenes [7,6]. Wewill use the GA framework for projective geometry and geometric invarianceoutlined in [9,10]. A more extensive discussion of the formation of invariants inGA is given in [11].2 Geometric Algebra { a Brief OutlineAn n-dimensional geometric algebra is a graded linear space. As well as vectoraddition and scalar multiplication we have a non-commutative product which isassociative and distributive over addition { this is the geometric or Cli�ordproduct. A further distinguishing feature of the algebra is that any vector squaresto give a scalar. The geometric product of two vectors a and b is written ab andcan be expressed as a sum of its symmetric (a�b) and antisymmetric (a^b) partsab = a�b+ a^b: (1)The inner product of two vectors is the standard scalar or dot product. Theouter or wedge product of two vectors is a new quantity we call a bivector.We think of a bivector as a directed area in the plane containing a and b,formed by sweeping a along b. Thus, b ^ a will have the opposite orientationmaking the wedge product anticommutative. The outer product is immediatelygeneralizable to higher dimensions { for example, (a^b)^c, a trivector, isinterpreted as the oriented volume formed by sweeping the area a^b alongvector c. The outer product of k vectors is a k-vector, which has grade k. Sumsof objects of di�erent grades are called multivectors and GA provides a systemin which we can e�ciently manipulate multivectors. In a space of 3 dimensionswe can construct a trivector a^b^c, but no 4-vectors exist. The highest gradeelement in a space is called the pseudoscalar. The unit pseudoscalar is denotedby I.



3 Projective Space and the Projective SplitPoints in real 3D space will be represented by vectors in E3, a 3D space witha Euclidean metric. Since any point on a line through some origin O will bemapped to a single point in the image plane, we associate a point in E3 with aline in a 4D space, R4. We then de�ne basis vectors: (
1; 
2; 
3; 
4) in R4 and(�1; �2; �3) in E3 and identify R4 and E3 with the geometric algebras of 4 and 3dimensions. We require that vectors, bivectors and trivectors in R4 will representpoints, lines and planes in E3. Choosing 
4 as a selected direction in R4, we canthen de�ne a mapping which associates the bivectors 
i
4, i = 1; 2; 3, in R4with the vectors �i, i = 1; 2; 3, in E3. This process of association is called theprojective split. To ensure �2i = +1 we are forced to assume a non-Euclideanmetric for the basis vectors inR4. We choose to use 
24 = +1; 
i = �1; i = 1; 2; 3.For a vector X = X1
1 + X2
2 + X3
3 + X4
4 in R4 the projective splitis obtained by taking the geometric product of X and 
4. This leads to theassociation of the vector x in E3 with the bivector X^
4=X4 in R4 so thatx = X1X4 
1
4 + X2X4 
2
4 + X3X4 
3
4 = X1X4�1 + X2X4�2 + X3X4�3; (2)which ) xi = XiX4 , for i = 1; 2; 3. The process of representing x in a higherdimensional space can therefore be seen to be equivalent to using homogeneouscoordinates, X, for x.3.1 Projective Geometry and Algebra in Projective SpaceWe now look at the basic projective geometry operations of meet and join, andbrie
y discuss algebra in projective space. For more detail the reader is referredto [8,11,9]Any pseudoscalar P can be written as P = �I where � is a scalar, so thatPI�1 = �II�1 = � � [P ]: (3)This bracket is precisely the bracket of the Grassmann-Cayley algebra. We thende�ne the dual, A�, of an r-vector A asA� = AI�1: (4)The join J = AVB of an r-vector A and an s-vector B byJ = A^B if A and B are linearly independent; (5)while it can be shown that the meet of A and B can be written asA _B = (A�^B�)I = (A�^B�)(I�1I)I = (A� �B): (6)The join and meet can be used to describe lines and planes and to intersectthese quantities. Consider three non-collinear points, P1; P2; P3, represented byvectors x1; x2; x3 in E3 and by vectors X1; X2; X3 in R4. The line L12 joiningpoints P1 and P2, and the plane �123 passing through points P1; P2; P3, can beexpressed in R4 by the following bivector and trivector respectively:L12 = X1^X2 �123 = X1^X2^X3: (7)In E3 the intersection of a line and a plane, two planes and two lines can bedealt with entirely using the meet operation. Details and derivations are givenin [11].



4 3-D Projective Invariants from Multiple ViewsGiven six general 3D points Pi, i = 1; ::; 6, represented by vectors fxi;Xig in E3and R4, we can form 3D projective invariants. One such invariant isInv1 = [X1X2X3X4][X4X5X2X6][X1X2X4X5][X3X4X2X6] : (8)If one can express the bracket [XiXjXkXl] in terms of the image coordinatesof the points, then this invariant will be readily computable. Some recent workwhich has addressed this problem has utilized the Grassmann-Cayley (CG) al-gebra [2,4]. In [2] invariants were computed from a pair of images in terms ofthe image coordinates and the fundamental matrix, F , using the CG-algebra.Despite the clarity of the derivations in [2], some degree of confusion has arisenwhen subsequent workers have tried to implement these invariants with real data[4]. In the following sections we will look at how we would derive, using the GAformalism, explicit expressions for the invariants in terms of the experimentaldata and discuss why this confusion has arisen.Consider the scalar S1234 formed from the bracket of 4 pointsS1234 = [X1X2X3X4] = (X1^X2^X3^X4)I4�1 = (X1^X2)̂ (X3^X4)I4�1: (9)The quantities (X1 ^X2) and (X3 ^X4) represent the lines joining points P1 &P2, and P3 & P4. a0 and b0 are the centres of projection of the two cameras andthe two camera image planes are de�ned by the two sets of vectors fa1;a2;a3gand fb1; b2; b3g. The projection of points fPig through the centres of projectiononto the image planes are given by the vectors fa0ig and fb0ig. Note that thevectors, ai; bi; etc., are vectors in E3; we let the representations of these vectorsin R4 be Ai;Bi;A0i;B0i:::, etc.It can be shown [11] that we are able to reproduce the result given in [2],namely that it is possible to write the bracket of the 4 points (in R4) asS1234 = [X1X2X3X4] � [A0B0A01234B01234]; (10)where A01234 is the 4D representation of a01234, the intersection of the lines join-ing fa01 & a02g and fa03 & a04g. In [11] equation (10) is obtained by splittingup the bracket into X1 ^ X2 and X3 ^ X4, and then expressing each of theselines (bivectors) as the meet of two planes (trivectors). When we take ratiosof brackets to form invariants, the same decomposition of Xi ^Xj must occurin the numerator and denominator so the factors, due to the choices of the 
4components, cancel. In the case of Inv1 given in equation (8), we haveInv1 = f(X1^X2)^(X3^X4)gI4�1f(X4^X5)^(X2^X6)gI4�1f(X1^X2)^(X4^X5)gI4�1f(X3^X4)^(X2^X6)gI4�1 (11)so we see that this decomposition rule has been obeyed. Consider now the in-variant which can be thought of as arising from 4 points and a line (since theline X1^X2 appears in each bracket), namelyInv2 = [X1X2X3X4][X1X2X5X6][X1X2X3X5][X1X2X4X6] : (12)



We note that we can simply rearrange equation (12) into the form of equation (8)and decompose into bivectors to obtain the followingInv2 � [A0B0A01423B01423][A0B0A01526B01526][A0B0A01523B01523][A0B0A01426B01426] : (13)So far the invariants have been derived in 4D using the 4D de�nition of thefundamental matrix; we therefore need to correctly transfer the expression to3D. Expanding the bracket in equation (10) by expressing the intersection pointsin terms of the As and Bs (A0i = �ijAj and B0i = �ijBj) and de�ning a matrix~F such that ~Fij = [A0B0AiBj ] (14)and vectors �1234 = (�1234;1; �1234;2; �1234;3) and �1234 = (�1234;1; �1234;2; �1234;3),it is easy to see that we can write S1234 = �T 1234 ~F�1234 [2]. The ratioInv1 = (�T 1234 ~F�1234)(�T 4526 ~F�4526)(�T 1245 ~F�1245)(�T 3426 ~F�3426) (15)is therefore an invariant. We now wish to express Inv1 in terms of the observedimage coordinates and the fundamental matrix calculated from these coordi-nates. A point Pi will be projected onto points a0i and b0i in image planes 1 and2, which can be written asa0i = a1 + �i(a2 � a1) + �i(a3 � a1) = �i1a1 + �i2a2 + �i3a3 (16)so that P3j=1 �ij = 1. Similarly, we have b0i = �i1b1 + �i2b2 + �i3b3 (so thatP3j=1 �ij = 1). Using the projective split we can now write the �ij's and �ij's interms of the �ij 's and �ij's:�ij = A0i �
4Aj �
4 �ij �ij = B0i �
4Bj �
4 �ij (17)The `fundamental' matrix ~F is such that �T i ~F�i = 0, if �i and �i correspondto the same world point Pi. Given more than eight pairs of corresponding ob-served points in the two planes, (�i; �i); i = 1; ::; 8, we can form an `observed'fundamental matrix F such that �T iF�i = 0: (18)This F can be found by some method such as the Longuet-Higgins 8-pointalgorithm [12] or, more correctly, by some method which gives an F which hasthe true structure [13]. Therefore, if we de�ne ~F by~Fkl = (Ak �
4)(Bl �
4)Fkl (19)then it follows from equation (17) that�ik ~Fkl�il = (A0i �
4)(B0i �
4)�ikFkl�il: (20)Therefore an ~F de�ned as in equation (19) will also act as a fundamental matrixin R4.



According to the above, we can write the invariant asInv1 = (�T 1234F�1234)(�T 4526F�4526)�1234�4526(�T 1245F�1245)(�T 3426F�3426)�1245�3426 (21)where �pqrs = (A0pqrs�
4)(B0pqrs�
4). The ratio of the �TF� terms using only theobserved coordinates and the estimated fundamental matrix, will therefore notbe an invariant { one must include the factors �1234 etc. It is easy to show [11]that these factors can be formed as follows:Since a03, a04 and a01234 are collinear we can write a01234 = �1234a04 + (1 ��1234)a03. Then, by expressing A01234 as the intersection of the line joining A01and A02 with the plane through A0;A03;A04 we can projective split and equateterms to give (A01234�
4)(A04526�
4)(A03426�
4)(A01245�
4) = �1245(�3426 � 1)�4526(�1234 � 1) : (22)We obtain the values of � from the images. The factors B0pqrs �
4 are found in asimilar way so that if b01234 = �1234b04+(1� �1234)b03 etc., the overall expressionfor the invariant becomesInv1 = (�T 1234F�1234)(�T 4526F�4526)(�T 1245F�1245)(�T 3426F�3426) �1245(�3426 � 1)�4526(�1234 � 1) :�1245(�3426 � 1)�4526(�1234 � 1) : (23)While the above has adopted the approach of forming all invariants in 4D andthen �nding the equivalent expression in 3D, the approach outlined in [2] gavethe invariant in the form of equation (15), but did indeed de�ne �1234 as follows:�1�2^�3�4 (24)where the `̂ ' in this equation is the meet of the Cayley-Grassmann algebra.Thus, �1234 is not the homogeneous coordinate vector of the intersection pointof the two lines in the image plane joining A01 & A02 and A03 & A04, but rathersome multiple of that vector, given by equation (24). It can be easily shown thatcomputing the invariant using equation (24) and the corresponding expressionsfor the other intersection points, produces exactly those correction factors arrivedat by us in equation (23). It is therefore likely that the past confusion overthe formation of the invariants has been soley due to the misinterpretation ofthe nature of the quantities �ijkl and �ijkl; however, the derivation we havepresented here is totally unambiguous and, by clearly distinguishing between 3-and 4D quantities, cannot be misinterpreted.5 3D Projective Invariants for LinesConsider again the projective invariant Inv2. Splitting equation (12) into bivec-tors gives Inv2 = [L1^L2][L3^L4][L1^L4][L3^L2] (25)where, L1 = X1^X3, L2 = X2^X4, L3 = X1^X6 and L4 = X2^X5. We thushave an invariant of four lines (provided the lines are not coplanar). Following



the notation used in [1] we can express each of these lines as an intersection ofplanes: L1 = l13i l13j 0(�Ai _ �Bj ) L2 = l24k l24m 0(�Ak _ �Bm) (26)L3 = l16n l16p 0(�An _ �Bp ) L4 = l25q l25r 0(�Aq _ �Br ): (27)In this expression �A1 = A0^A2^A3, �A2 = A0^A3^A1 etc., and the ls and l0sare the line coordinates (equivalent to the homogeneous line coordinates) de�nedby, A01^A02 = l12i LAi B01^B02 = l12i 0LBi (28)where, LA1 = A2^A3, LA2 = A3^A1 and LA3 = A1^A2 etc. We can now writeL1^L2 asL1^L2 = l13i l13j 0l24k l24m 0f(�Ai _ �Bj )^(�Ak _ �Bm)g = Sijkml13i l13j 0l24k l24m 0 (29)where we de�ne the 4th rank tensor Sijkm bySijkm = f(�Ai _ �Bj )^(�Ak _ �Bm)g: (30)It can be shown that S has only 9 independent elements which are, of course,the elements of F . S relates pairs of intersecting lines in two images via thefollowing equation; Sijkmlabi labj 0lack lacm 0 = 0; (31)where labi are the line coordinates of the line joining points a and b in the �rstimage etc. Thus, according to equations (25) and (29), given two pairs of inter-secting lines ((13)&(16) and (24)&(25)), we can form the following 3D projectiveinvariant: Inv2 = (Sijkml13i l13j 0l24k l24m 0)(Snpqr l16i l16j 0l25k l25m 0)(Sijqr l13i l13j 0l25k l25m 0)(Snpkml16i l16j 0l24k l24m 0) : (32)We note that the above is equivalent to the determination of the invariant of 4lines given in [2]: Inv2 = (lT 12 ~Fl012)(lT 34 ~F l034)(lT 14 ~Fl014)(lT 32 ~F l032) (33)where lij = lj� li etc, with li the homogeneous line coordinates. A fuller discus-sion of the subject of 3D projective invariants from lines will be given elsewhere.6 ExperimentsHere we investigate the formation of the 3D projective invariants from sets of 6matching image points { in particular we look at their stability in noisy envi-ronments.The simulated data was a set of 38 points taken from the vertices of a wire-frame house and viewed from three di�erent camera positions. From three setsof 6 points (non coplanar) we form Inv1 for each set over views 1 & 2, 1 & 3and 2 & 3. During the simulations the world points are projected onto the imageplanes and then gaussian noise is added. Figure 1 shows results for the three setsof points chosen. In �gure 1, a), c), e) we plot the value of the invariant withincreasing noise. In a), c), and e) the invariant was formed using an F calculated



via a linear least-squares method from a set of 30 matching points. Figure 1 b),d) and f) show the same invariants formed this time by taking the noisy pointmatches but the true value of F (i.e. that formed in the noiseless case). The truevalues of the invariants for the three sets of lines were 0.655, 0.402 and 8.99.For small values of the noise the invariants can be calculated accurately.In greater noise large variations are possible for some invariants whereas otherinvariants are relatively robust. Figure 1 indicates that uncertainties in the calcu-lation of F will signi�cantly a�ect the invariant in some cases. It is also apparentthat the formation of this invariant is more accurate between some pairs of viewsthan between others. We should expect this since altering the view may meanthat the 6 points move closer to some unstable or degenerate con�guration. Insummary it appears that the type of invariant described here may be useful fordata which is not noisy but that the degradation in the presence of signi�cantnoise may render it ine�ective for real images.
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"f.3"Fig. 1. Plots showing the behaviour of the 3D invariant between three di�erent pairsof views with increasing noise. The solid, dashed and dotted lines show the invariantformed between views 1 & 2, 1 & 3 and 2 & 3 respectively (denoted by a:1, a:2, a:3etc. in the key). The x-axis shows the standard deviation of the gaussian noise used.
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