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Abstract. In this paper we apply a novel pose estimation algorithm to
the tracking problem. We make use of error measures of the algorithm
which enable us to characterize the quality of an estimated pose. The key
idea of the tracking algorithm is random start local search. The princi-
ple of the heuristic relies upon a combination of iterative improvement
and random sampling. While in many approaches a manually designed
object representation is assumed, we overcome this condition by using
accumulated object representations and combine these successfully with
the tracking algorithm.

1 Introduction

In this work we apply a novel 2D-3D pose estimation algorithm [12] to the
tracking problem. This algorithm shows some interesting characteristics which
makes it especially useful for this purpose. Beside features such as stability in
the presence of noise and online capabilities its main advantage in the track-
ing context is that it can unify different kinds of correspondences within one
algebraic framework.

To apply the pose estimation algorithm to the tracking problem we intend
to solve two problems which were avoided in [12] but are important for further
applications like robot navigation or object recognition:

1. Correspondences: Correspondences between model data and image data
have been defined manually.

2. Object Representation: A manually designed representation of the object
to be tracked has been presupposed.

In this paper we describe an automatic procedure to find correspondences be-
tween an object model and its image projection which makes use of features of
the pose estimation algorithm [12] and of the specific tracking condition. We
suppose a 3D model of the object consisting of 3D points and 3D lines and we
extract lines in the image sequence by a Hough transformation combined with a
new algorithm to extract lines from the Hough array. We find correspondences
between 3D lines and 2D lines by a local search. The essential attribute is that
a discrete local neighborhood of states is defined with respect to the current
state, in this context the Hamming distance n—neighborhood [11]. Further, we
allow correspondences only for entities with small distance. This assumption is
justified by the specific tracking situation. The pose estimation algorithm is able



to use correspondences as 3D point to 2D point, 3D point to 2D line and 3D line
to 2D line to estimate the rotation and translation between two frames. In this
paper only line correspondences are used. Note that this kind of correspondence
allows to avoid the so called appertur problem, i.e. the impossibility to define
correspondences between a point on a line in two frames.

To avoid a manually designed object representation we also applied the track-
ing algorithm with an accumulated object representation consisting of local 3D
line segments. The object accumulation is based on a scheme which accumulates
confidences for entities representing the object and which allows to extract rep-
resentations in even quite complicated environments [4]. We could show, that
with such a representation tracking is possible and therefore both assumptions
of manual intervention in [12] can be substituted by automatic procedures.

2 Description of the Tracking

In this context tracking means to minimize a matching error by solving two
problems:

1. The correspondence problem: Determine the mapping between model ele-
ments (here 3D model lines) and image features (extracted Hough lines).

2. The spatial fitting problem (pose estimation): For each correspondence de-
termine the best parameters (here rotation R and translation ¢), so that the
spatial fit error of the model lines to image lines is minimized.

In the following sections we describe the automatic extraction of lines (section
2.1), the pose estimation algorithm (section 2.2), the automatic finding of corre-
spondences (section 2.3), and the accumulating of object representations (section
2.4).

2.1 Hough Transformation

To extract lines in an image we apply the well known Hough transformation
[3]. The robustness of the Hough transformation can be increased by using not
only information about the presence of edges but by also checking the agreement
of lines and local orientation, i.e. by applying the orientation selective Hough
transformation [9]. The Hough transformation results in an accumulator array
(see figure 1) from which the representative lines show up as peaks. These are
easily detectable for 'simple’ images such as the one in figure 1 but difficult to
extract in more complex situations.

To avoid the extraction of additional lines caused by locally neighbored peaks
in the accumulator array (often occurring in the presence of noise in the image
data) usually some kind of metric on the accumulator array is defined to allow
only lines corresponding to peaks with certain distance. A problem of these
methods is that important lines may have small distance in the Hough space
(see e.g., narrow parallel lines in figure 2). To extract the significant lines we
also use information about the areas which do support lines, i.e. we evaluate
also image information. This allows us to extract lines with small distance in
the accumulator array which are usually not extractable by other methods (for
details see [1]).



Fig.1. Standard-Hough-transformation and Orientation selective  Hough-
transformation

Fig. 2. Representative Hough lines extracted by different methods

Figure 2 shows extracted Hough lines using different kind of metrics. In the
left image our method has been used, in the middle image for each selected peak
a neighborhood in the accumulator array is set to zero (as, e.g. in [8]), while in
the right image connected areas which occur after thresholding the accumulator
array are treated as one line (as e.g., in [6]). Note that the narrow parallel lines
could only be extracted by our method. The procedure used in the middle image
extracts the most significant lines but not the narrow parallel lines because the
corresponding peaks are too close in the accumulator array. The procedure used
for the right image has great difficulties with locally neighbored peaks which are
above threshold.

2.2 Pose Estimation

The problem of pose estimation means to estimate the transformation (the rigid
body motion) between the two coordinate frames of measured data and model
data. In [12,10] the problem of 2D-3D pose estimation is described in the al-
gebraic language of kinematics. The key idea is that the observed 2D entities
together with their corresponding 3D entities are constraint to lie on other,
higher order entities which result from the perspective projection. The observed
2D entities in this context are extracted Hough lines.

To be more detailed, in the scenario of figure 3 we describe the following
situation: We assume 3D points Y;, and lines S; of an object or reference model.
Further, we extract line subspaces l; in an image of a calibrated camera and
match them with the model. Three constraints can be depicted:



1. 3D point 2D point correspondence: A transformed point, e.g. Xy, of
the model point Y3 must lie on the projection ray Ly, given by ¢ and the
corresponding image point b .

2. 3D point 2D line correspondence: A transformed point, e.g. X, of the
model point Y3 must lie on the projection plane P;3, given by ¢ and the
corresponding image line 1;.

3. 3D line 2D line correspondence: A transformed line, e.g. Ly, of the
model line S; must lie on the projection plane Pj4, given by ¢ and the the
corresponding image line 1;.

’ "a“ observed model

Fig. 3. The scenario. The solid lines at the left describe the assumptions: the camera
model, the model of the object and the initially extracted lines on the image plane.
The dashed lines at the right describe the actual pose of the model, which leads to the
best fit of the object with the actual extracted lines.

The use of the motor algebra [2] allows to subsume the pose estimation problem
by compact constraint equations since the entities, the transformation of the
entities and the constraints can be described economically in one unifying lan-
guage. Furthermore the constraint equations express a natural distance measure,
in this case the Hesse distance between the entities, which is also explained in
[12]. This property is important for the robustness of our algorithms since we
work with digital images and noisy data. To solve these constraint equations a
special extended motor Kalman filter was developed [13].

2.3 Testing of Correspondences

It is well known, that for | = m x n potential pairs, there are S = 2/! cor-
respondences. This means, the search space is in general very large and not
practicable for applications. The tracking assumption allows to use local criteria
like distances and angles to reduce the search space significantly, depending on
the error boundaries. In this context the correspondence space for m model lines
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Fig. 4. Match example for a rectangle. The model lines are labeled with letters and the
extracted image lines are labeled with numbers. The table indicates the correspondence

space with the allowed possibilities (white/black), the impossible matches (cross) and
the current match (black).

and n image lines is represented by a m x n fit-matrix. In this matrix flags rep-
resent, the needed information for a match, mismatch or potential match, figure
4 shows an example. In this example the model lines are labeled with letters
and the extracted image lines are labeled with numbers. The table indicates
the correspondence space with the allowed matches (white/black), the impos-
sible matches (cross) and the current match (black). See also [11] for further
information.

Hough transformation, object model

. . lokal characteristicsto
fitmatrix reduce the search space

random model lines, repeat if error boundaries
testing of all possibiliti arenot fulfilled
initial state

linear search to refine and
stabilize the estimated pose

repeat if error boundaries
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result: correspondences and pose

Fig. 5. A scheme of the tracking algorithm.

Random start local search [11] is the basis for our algorithm, which is sum-
marized in figure 5. The principle of the heuristic relies upon a combination
of iterative improvement and random sampling. Iterative improvement refers to
a repeated generate-and-test principle by which the algorithm moves from an
initial state to its local optimum. So the algorithm consists of two main steps:
First find an initial state for a minimum of correspondences and then refine the
result by the other correspondences. For the first step we choose five random
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Fig. 6. Accumulation of an object representation (first and fifth iteration). The robot
has physical control over the object. Line segments corresponding to the background
vanish after a few iterations. Left: the stereo images of left and right camera. Middle:
Representation extracted from one stereo image pair. Right: Accumulated representa-
tion.

model lines and try every combination of the object lines to the allowed image
lines to estimate an optimal pose and use the error function to characterize the
quality of the pose. This is possible since the error measure corresponds directly
to the Hesse distance and leads to a suitable error measure. Once the initial pose
is estimated, in the second step an additional model line will be tried to match
an allowed image line to stabilize and refine the result. Note, that this part of
the algorithm is linear, since the use of the Kalman filter leads to recognizable
peaks for the detection of mismatches [14]. So the first assumption of [12], i.e.
the knowledge of the correspondences can be solved by the algorithm, which is
summarized in figure 5.

2.4 Object accumulation

The second assumption, i.e., a manually designed object model can be avoided
by applying the methods described above with a model extracted from a stereo
image sequence. The key idea of the algorithm (described more precisly in [4] and
[5]) is to accumulate evidences for entities used to represent an object over time.
In our case the object was manipulated by a robot (see figure 6). This allows us
to solve the correspondence problem during accumulation since the knowledge
of the parameters of motion could be used in the accumulation scheme. Here
the entities used to represent an object are local 3D line segments. However, the
accumulation scheme can be applied for a wide range of visual entities. After
forty iterations the object model was good enough to be applied in our tracking
algorithm.

3 Experiments

In our first experimental scenario we use a manually designed model of a house
for tracking. Figure 7 shows some results of the sequence with the superimposed
model of the house. The slight displacements between the model and the house



Fig. 7. Tracking with a manually designed object representation.

on the image in some of the frames emerge from calibration errors, extraction
errors and match errors.

In our second experimental scenario we accumulate an object representation
of a model house by the algorithm described in section 2.4. Our accumulated
object model consists of 130 line segments.! Though the accumulated represen-
tation also consists of noisy line segments, which do not belong to the house, the
algorithm is able to estimate the transformations, which are necessary to get a
good fit of the object model with the image lines. Since our algorithm is also
able to neglect object lines, our algorithm is able to deal with hidden or not ex-
tracted object features in the image, or noisy line segments of the object model.
Some results of the required and estimated movements are visualized in figure 8.
The performance of our algorithm is not optimized yet and the main steps, the
Hough transformation and the testing of correspondences are not in real time.
The Hough transformation itself needs about two seconds, and the testing of
the correspondences needs about 5 seconds to 15 seconds in artificial designed
objects and 3 to 5 minutes with the accumulated object (because of its 130 line
segments). But still the algorithm is heuristic and we also had cases where it

! Our object representation consists of a large number of satistically very dependent
entities. For matching it would be advantageous if these entities become connected
by some kind of grouping process to achieve a representation with a smaller set of
more complex features to speed up matching. The formalization of such grouping
processes is part of our research.



Fig. 8. Tracking with an accumulated object model. In this sequence we show the
results before tracking and after tracking for each image to visualize the movements.

never converged. The time performance is also dependend on the parameters of
the tracking assumptions and the parameters of the Hough transformation.

4 Conclusion and Outlook

We applied the novel pose estimation algorithm described in [12] to the track-
ing problem. For tracking we could automatically find correspondences between
model data and Hough lines by a local search algorithm. Furthermore, we could
demonstrate that tracking is even possible with an accumulated object repre-
sentation.

In this paper we only used 2D line to 3D line correspondences. However,
with a more elaborated object representation consisting of point features (such
as corners) as well as line features, other kind of correspondences could be applied
for tracking as well. The possibility to deal with these different entities within
one framework as in the pose estimation algorithm in [12] would be an interesting
extension of the tracking algorithm introduced here.

In this paper tracking and accumulation are distinct competences, for object
accumulation it was necessary to have physical control over the object by a robot
to solve the correspondence problem. With the tracking algorithm introduced
here we aim to replace the need of physical control. The pose estimation gives us
the parameters of object motion which are needed in our accumulation scheme
and which were granted by the knowledge of the motor commands of the robot.
Therefore, by combining tracking and accumulation we might achieve learning
while doing object tracking.

All algorithms introduced here were implemented in the C++—software li-
brary KiViGraP [7] which allows us to combine competences as the one intro-
duced in this paper into one system. In [5] a framework of such a system is



discussed in which basic competences can be combined to more complex behav-
ior patterns.
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