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Abstract
Ji et al. have conjectured that using the matrix form (to represent a basic solution) instead of the Simplex tableau in the dual Simplex method will lead to an algorithm with the time complexity comparable to the Hungarian algorithm for solving the Assignment Problem. In this note we show that both the time complexity and the CPU times of the Ji et al. algorithm are far away from being competitive to the Hungarian algorithm.
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1 Introduction

For a matrix \( C = (c_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n,n} \) the Assignment Problem (AP) is defined as follows:

\[
\min \left\{ \sum_{i=1}^{n} c_{i,\pi(i)} : \pi \in \Pi_n \right\}
\]

where \( \Pi_n \) is the set of all permutations of \( \{1, \ldots, n\} \).

The approaches proposed for the solution of the Assignment Problem can be classified into three classes: primal-dual (shortest path) algorithms, pure primal algorithms, and pure dual algorithms. An experimental evaluation of a best representative algorithm from each of these classes shows that the best algorithm is the Hungarian algorithm based on the primal-dual (shortest path) approach and König-Egerváry’s theorem [2]. The time complexity of the Hungarian algorithm is \( O(n^3) \) (see e.g., [2]).

Ji et al. [5] have suggested a reduction of a \( n \times n \) assignment problem instance to an equivalent \( 2n \times 2n \) instance for solving the AP. Their algorithm (abbreviated by JLL-algorithm) is a pure dual algorithm following to the dual Simplex method. In conclusions Ji et al. [5] conjecture that since the JLL-algorithm adopts a compact matrix form instead of the Simplex tableau in the dual Simplex algorithm and since it is not based on König-Egerváry’s theorem, it can be an alternative to the Hungarian algorithm. In [2] eight codes are selected and compared on a wide set of dense instances containing both randomly generated and benchmark instances. These codes represent the most popular and efficient methods for solving the Assignment Problem (see [1, 3, 7, 8]) as follows: “four algorithms are pure shortest path methods, one is a mixture of auction and shortest path technique, tow are implementations of a pure action technique and the last one is a pseudoflow-based algorithm” (see [2]). Since the Jonker and Volgenant’s code (abbreviated by JV-algorithm [7]) has a good and stable average performance for all tested instances [2] and based on the Hungarian algorithm, we have compared the JLL-algorithm against the JV-algorithm.

In this note we show that the transformation of an \( n \times n \) AP instance into a \( 2n \times 2n \) AP instance and the exclusion of an application of König-Egerváry’s theorem are fatal for the JLL-algorithm.

Our note is organized as follows. We consider a trivial (all zeros) AP instance in Section 2. In Section 3 we present a comprehensive experimental evaluation of the JLL-algorithm in comparison to the JV-Algorithm on a wide set of small instances because the average size instances are intractable in reasonable PC times by the JLL-algorithm. Our conclusions appear in Section 4

2 An illustrative example for the JLL-algorithm

We consider the JLL-algorithm on an example of a matrix with all zero entries. Since all entries are zeros, any well-known algorithm, for example the Hungarian algorithm, will skip the reduction steps and straightforward by application of the König-Egerváry’s algorithm will output an optimal matching, but – as a
simple induction type reasoning shows – the JLL-algorithm needs \((n-1)n^2/2\) loops for finding such a matching. Thus the time complexity of JLL-algorithm is at least \(O(n^4)\) and worse than the time complexity \(O(n^3)\) of the Hungarian algorithm.

3 An Experimental Evaluation of the JLL-algorithm

We have implemented the JLL-algorithm in C under Linux on a GenuineIntel Intel® Xeon™ 2.66 machine with 2 GB RAM and have compared it with the C implementation of the JV-algorithm by Jonker and Volgenant [8].

We have conducted our experiments on the following 8 classes of matrices, the first 6 of which are of dimensions 50, 100, 150, 200.

- **Class 1.** Zero matrix, i.e. each matrix element equals zero.
- **Class 2.** Machol-Wien-Class [9, 10]: the matrix element \((i,j)\) equals \((i-1) \cdot (j-1)\).
- **Class 3.** Gutin-Yeo-Zverovich Class [4]: the matrix element \((i,j)\) equals
  
  \[
  \begin{cases} 
  n^3 & \text{for } i = n, j = 1; \\
  in & \text{for } j = i + 1, i = 1, 2, \ldots, n - 1; \\
  n^2 - 1 & \text{for } i = 3, 4, \ldots, n - 1; j = 1; \\
  n \min\{i,j\} + 1 & \text{otherwise.}
  \end{cases}
  \]

- **Class 4.** Each matrix element equals 1 with probability 0.25 and \(10^6\) otherwise (sparsity 0.25).
- **Class 5.** Each matrix element equals 1 with probability 0.5 and \(10^6\) otherwise (sparsity 0.5).
- **Class 6.** Each matrix element equals 1 with probability 0.75 and \(10^6\) otherwise (sparsity 0.75).
- **Class 7.** All 26 asymmetric instances from TSPLIB [11].
- **Class 8.** 10 asymmetric problem generators from Johnson et al. [6], called amat, coin, crane disc, rect, rtill, shop, stilt, super, tmat, and considered as a subclass of our class 8. In [6], 10 instances of dimensions 100, and 10 of dimension 316 are chosen for each of these generators.

The execution times in seconds of the algorithms for all classes can be found in Tables 1-7. The results show that for all instances the JV-algorithm is much faster than the JLL-algorithm.
Table 1: Comparison of JV-algorithm and JLL-algorithm for classes 1 to 6

<table>
<thead>
<tr>
<th>n</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
<td>JLL</td>
</tr>
<tr>
<td>50</td>
<td>0.000</td>
<td>0.456</td>
<td>0.003</td>
<td>0.447</td>
<td>0.000</td>
<td>0.107</td>
</tr>
<tr>
<td>100</td>
<td>0.001</td>
<td>9.627</td>
<td>0.013</td>
<td>9.463</td>
<td>0.003</td>
<td>0.607</td>
</tr>
<tr>
<td>150</td>
<td>0.002</td>
<td>59.226</td>
<td>0.028</td>
<td>58.193</td>
<td>0.008</td>
<td>2.542</td>
</tr>
<tr>
<td>200</td>
<td>0.003</td>
<td>203.971</td>
<td>0.064</td>
<td>200.259</td>
<td>0.018</td>
<td>6.445</td>
</tr>
</tbody>
</table>

Table 2: Comparison of JV-algorithm and JLL-algorithm for class 7

<table>
<thead>
<tr>
<th>n</th>
<th>amat</th>
<th>coin</th>
<th>crane</th>
<th>disk</th>
<th>rect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
</tr>
<tr>
<td>100</td>
<td>0.001</td>
<td>0.381</td>
<td>0.000</td>
<td>0.208</td>
<td>0.002</td>
</tr>
<tr>
<td>316</td>
<td>0.009</td>
<td>29.323</td>
<td>0.004</td>
<td>9.977</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table 3: Comparison of JV-algorithm and JLL-algorithm for class 8, average over 10 instances for each subclass and each dimension

<table>
<thead>
<tr>
<th>n</th>
<th>rtilt</th>
<th>shop</th>
<th>stilt</th>
<th>super</th>
<th>tmat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
<td>JLL</td>
<td>JV</td>
</tr>
<tr>
<td>100</td>
<td>0.002</td>
<td>0.637</td>
<td>0.004</td>
<td>1.363</td>
<td>0.003</td>
</tr>
<tr>
<td>316</td>
<td>0.025</td>
<td>39.793</td>
<td>0.059</td>
<td>116.715</td>
<td>0.042</td>
</tr>
</tbody>
</table>
4 Conclusions

Ji et al. [5] have conjectured that using the matrix form (to represent a basic solution) instead of the Simplex tableau in the dual Simplex algorithm will lead to a competitor to the Hungarian algorithm for solving the AP. They have not indicated the time complexity of their JLL-algorithm for the AP. In section 2 we have observed that even for a trivial zero matrix the JLL-algorithm needs \(\frac{(n-1)n}{2}\) complete loops. Thus the time complexity of JLL-algorithm is at least \(O(n^4)\) and worse than the time complexity \(O(n^3)\) of the Hungarian algorithm.

Our computational results, obtained for the JLL-algorithm, show that the primal-dual (shortest path) algorithm based on the König-Egerváry’s theorem and implemented by Jonker and Volgenant (JV-algorithm) [7] outperforms the JLL-algorithm for a wide set of classes with dimension from 17 to 443. For the largest and Machol-Wien instances [9, 10], the JV-Algorithm is faster by a factor of 1.000 for almost of all cases.
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