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Abstract:

This work describes a novel approach to estimate the relative poses of
multiple cameras fixed inside a rig. In contrast to existing methods for
stereo and multi-camera rig calibration, overlapping views of the individ-
ual cameras are not required.

The proposed approach estimates the rig parameters, i.e. relative position
and orientation of the fixed cameras with respect to each other, using time-
corresponding poses for each camera during an arbitrary motion of the
rig. This estimation can be done by solving systems of linear equations.
The corresponding poses are previously obtained using pose estimation
technigues from a sequence of time-corresponding images for each cam-
era individually. Afterwards the rig parameter estimates are refined by a
non-linear optimization.

It is shown that the presented calibration method is comparable in ac-
curacy and efficiency to common rig calibration techniques that require
overlapping views.
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Zusammenfassung:

Die vorliegende Arbeit beschreibt eine neue Methode, um die relativen Po-
sen von Kameras in einem starr gekoppelten Mehrkamerasystem (Rig) aus
Kamerabildern zu schétzen. Im Gegensatz zu bestehenden Verfahren zur
Kalibrierung von Stereo- und Mehrkamerasystemen setzt der vorgestellte
Ansatz keine gemeinsamen Bildbereiche der einzelnen Kameras voraus.
Dabei werden die Rig-Parameter, also relative Lage und Orientierung der
gekoppelten Kameras zueinander, aus zeitlich korrespondierenden Posen
der einzelnen Kameras wahrend einer beliebigen Bewegung des Kame-
rasystems geschatzt. Diese Schatzung bendtigt lediglich das Losen linea-
rer Gleichungssysteme. Die korrespondierenden Posen werden dabei aus
einem vorangehenden Poseschétzverfahren aus einer Sequenz von zeit-
lich korrespondierenden Bilder fir jede Kamera separat ermittelt. Danach
wird die Schéatzung durch weitere nichtlineare Optimierung verbessert.

Es wird gezeigt, dass der vorgestellte Ansatz bezuglich Genauigkeit und
Effizienz vergleichbar gute Ergebnisse wie gangige Verfahren zur Kali-
brierung von Mehrkamerasystemen mit gemeinsamen Sichtbereichen lie-
fert.
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Image with widthw; and height: 7 in pixels
Euclidean/projective 2d space

Euclidean/projective 3d space

2d image point in pixels

2d image point (Euclidean/projective)

3d space point (Euclidean/projective)

Polar coordinates of 2d image point

Polar coordinates of 3d space point

Camera calibration matrix or function (intrinsic parameters)
General linear transformation matrix

j-th row ori-th column vector of matriA

Lower right submatrix ofA beginning atj-th row andi-th column
Entry atj-th row andi-th column of matrixA

General affine transformation

General similarity transformation

Euclidean coordinates of camera center

Euclidean transformation with translatiGhand rotatiorR, or
camera pose with positioi and orientatiorRR (extrinsic parameters)
Camera projection matrix or function

Fundamental matrix

Essential matrix

Rotation around axis by anglex

Rotation corresponding to unit quaternign

Quaternion with scalar pagtand vector party = (z, vy, 2)"

Left and right multiplication matrix of quaternias

Index of camera in rig(Q; master camerd, to /V: slave cameras)
Index of time step or image frame:(initial frame)

Pose transformation of camerat time stepk

Rig parameters of slave cameér@nternal pose transformation)



1. Introduction

Motivation

There is a variety of applications for rigidly coupled cameras with non-overlapping
fields of view: Robots mounted with antipodal wide-angle cameras are used for sewer
inspection. In the automotive industry information from non-overlapping front and
rear view cameras is utilized for environment analysis. Multi-camera rigs encompass-
ing a combined field of view of almo860° are of rising interest in tasks varying from
video surveillance and monitoring systems to 3d reconstruction of urban architecture.
A well-known example for a multi-camera rig used for scene reconstruction is e.g. the
Point Grey Ladybu§'. The main advantage of such devices with respect to conven-
tional imaging systems is that visual information from a large field of view can be
assembled without requiring expensive omni-directional cameras. Camera rigs have
also considerably higher resolution than available omni-directional cameras. Further-
more, it has been shown that 3d scene reconstruction can be done very efficiently using
a rig with a large field of viewfKK04, Boe07.

Applications using multiple camera rigs demand for an accurate calibration of the de-
vice which includes intrinsic parameter measurement and identification of the relative
poses of the coupled camera with respect to each other. While there are numerous
established solutions for pose calibration of multi-camera rigs with overlapping cam-
era views, especially for stereo rigs, there are few such solutions present for rigidly
coupled camerasithoutoverlapping views. The main issue of this work is to investi-
gate the pose calibration problem for multi-camera rigs without assuming overlapping
fields of view based on computer vision techniques.

Our Approach

For this diploma thesis we developed a novel method to calibrate a multi-camera rig
from imageswithout overlapping views - from theoretical design to implementation,

1See Point Grey Research websitéatip://www.ptgrey.confor further details.
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practical application, and evaluation. Our approach uses methods from the field of
hand-eye calibration and estimates the rig parameters using time-corresponding poses
of all cameras each in their respective local coordinate frame. The estimation ap-
proach does not depend on point correspondences between different cameras. Time-
corresponding poses are provided by an image-based pose estimation method from
synchronously captured camera image sequences.

Structure of this Work

This work is structured as follows. lBhapter 2 we will at first refer to previous work

done in the field of this topic and motivate our approach.

Chapter 3 describes the theoretical background needed to understand the issue. First,
basic topics such as coordinate systems and rigid transformations, projections and
camera models, and multiple view geometry are described. Then methods for in-
trinsic camera calibration and the pose estimation framework used to provide time-
corresponding poses for practical applications are described. Finally, an overview over
the main numerical approaches and algorithms that are performed in order to solve the
arising problems is given.

The main topic of this work, i.e. estimation of the internal poses of each camera inside
the rig from time-corresponding poses, is covere@hapter 4. We will specify the

main problem in an accurate way according to the models presented in the previous
chapter, examine the condition of our problem formulation, and present a framework
for solving the calibration task considering different settings.

In Chapter 5 we will refer to our implementation, present its results in test cases and
real applications and evaluate its stability and performance.

The results of this work will be resumed and conclude@apter 6.

Appendix | deepens mathematical and theoretical topics that are mentioned during the
work which exceed the limitations of the main part of the diploma thesis.

In Appendix Il a short reference to our implementation is given for practical applica-
tions.
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Motivation

Im Umfeld der Computergrafik haben sich in den letzten Jahren zahlreiche Anwen-
dungsbereiche fiir starr gekoppelte Mehrkamerasysteme ohne Uberlappende Sichtbe-
reiche etabliert: Im Bereich der Kanalinspektionssysteme werden bereits Inspektions-
fahrzeuge eingesetzt, die mit einander gegentberliegenden Weitwinkelkameras be-
stickt sind. In der Automobilindustrie werden nicht-Uberlappende Front- und Heck-
kameras zur Umgebungsanalyse verwendet. Mehrkamerasysteme, die ein kombinier-
tes Sichtfeld von bis z860° abdecken, sind dariberhinaus von wachsendem Interesse
fur verschiedene Aufgaben, von Videolberwachung und Kontrollsystemen bis hin zur
3D-Rekonstruktion von Stadtszenen. Ein Beispiel fur ein am Markt etabliertes Mehr-
kamerasystem ist etwa der LadyBugon Point Grey. Der Vorteil solcher Systeme
gegenuber herkbmmlichen Kamerasystemen liegt in der Bereitstellung von visuellen
Informationen Uber einen groRen Sichtbereich, wobei Mehrkamerasysteme im allge-
meinen gunstiger sind als spezielle omnidirektionale Kameras.

Fur Anwendungen mit starr gekoppelten Mehrkamerasystemen ist eine prézise Ka-
librierung notwendig, die neben der Bestimmung der intrinsischen Kameraparameter
das Ermitteln der relativen Posen der gekoppelten Kameras relativ zueinander umfasst.
Wahrend fur die Kalibrierung von Mehrkamerasystemen mit gemeinsamen Sichtbe-
reichen zahlreiche Verfahren vorliegen, insbesondere fir Stereosysteme, liegen nur
wenige Arbeiten vor, die sich mit Kamerasystenwdmetberlappende Sichtbereiche
befassen. Die Problemstellung der vorliegenden Diplomarbeit besteht darin, ein Ver-
fahren zur Kalibrierung eines starr gekoppelten Mehrkamerasystems zu formulieren,
welches keine gemeinsamen Sichtbereiche der einzelnen Kameras voraussetzt. Das zu
entwickelnde Verfahren soll dabei auf gdngige Methoden aus dem Bereich der Com-
putergrafik und Bildverarbeitung zurlckgreifen.

Eigener Ansatz

In dieser Diplomarbeit wird ein neues Verfahren zur Rig-Kalibrierung aus nicht-tber-
lappenden Kamerabildern erarbeitet - theoretisch entworfen, implementiert und prak-
tisch getestet. Dieses Verfahren greift auf Methoden der Hand-Eye-Kalibrierung zu-
rick und schéatzt die Rig-Parameter aus zeitkorrespondierenden Posen aller Kameras
in ihrem jeweils lokalen Koordinatenbezugssystem. Zeitkorrespondierende Posen wer-
den hierbei durch ein bildbasiertes Poseschatzverfahren aus synchron aufgenommenen
Bildsequenzen der Kameras zur Verfigung gestellt.

2Fir weitere Details siehe Internetpréasenz von Point Grey Researchittptéivww.ptgrey.com
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Gliederung der Arbeit

In Kapitel 2 soll zunachst ein Uberblick tiber bisherige Arbeiten und Ergebnisse im
Umfeld des behandelten Themas gegeben werden und unser Ansatz motiviert werden.
In Kapitel 3 wird der theoretische Hintergrund erlautert, der zum Verstandnis der vor-
liegenden Arbeit notwendig ist, und die verwendetene Notationen eingefthrt. Als er-
stes werden Grundlagenelemente der Computergrafik vorgestellt, einschlief3lich Ko-
ordinatensystemen und starren Transformationen, Projektionen und Kameramodellen,
sowie die Geometrie multipler Kamerasichten. Danach werden die in den praktischen
Problemstellungen eingesetzten Verfahren zur intrinsischen Kamerakalibrierung und
Poseschatzung zur Bereitstellung zeitlich korrespondierender Posen aus Kamerabil-
dern erlautert. AbschlieRend wird ein Uberblick tiber die numerischen Methoden und
Algorithmen gegeben, die zur praktischen Losung der vorliegenden Probleme verwen-
det werden.

Das Hauptthema wird iKapitel 4 bearbeitet. Zunéchst wird das vorliegende Problem

in Hinsicht auf die im vorigen Kapitel vorgestellten Modelle spezifiziert, die Kondition
des formulierten Problems untersucht und ein Framework zum praktischen Lésen der
Kalibrierungsaufgabe unter verschiedenen Voraussetzungen vorgestellt.

In Kapitel 5 wird die Implementierung des Losungsansatzes ausgewertet und hinsicht-
lich Performanz und Stabilitat in theoretischen Testfallen und praktischen Anwendun-
gen untersucht.

Die Ergebnisse der Arbeit werdenkiapitel 6 zusammengefasst und bewertet.

Anhang | vertieft theoretische und mathematische Themen, die im Laufe der Arbeit
angesprochen werden, deren tieferes Verstandnis aber Gber den Rahmen des fur die
vorliegende Arbeit Notwendigen hinausgeht.

Anhang Il stellt eine kurze Referenz zur Implementierung fir die praktische Umset-
zung dar.



2. Previous Work

The calibration of multi-camera rigs, especially stereo systems, is an extensively re-
searched problem in computer vision, e.g. to use the rig to recover metric structure
from corresponding images. For this task both the intrinsics parameters of each cam-
era and the relative poses - position and orientation - of each camera inside the rig
have to be known. Traditional approaches assume that the cameras have spatial over-
lap between their fields of view and use the overlapping image parts to register the
internal cameras with each other as suggested e.g. in the seminal w@hidyyet al.

on perspective stereo rig calibratiofl[F96]. These approaches have in common that
certain points must be visible for all cameras at the same time and internal poses of the
rig cameras are estimated from the corresponding epipolar geometry

For the case of rig calibration from non-overlapping views there have been proposed
few approaches which impose additional restrictions. Important contributions to this
issue have been made Bitspi and Irani who proposed a technique to register images
from a multi-camera rig without overlapping views with each otl@&0[L] but subject

to the constraint that either all cameras share approximately the same center of view or
the joint translation of the cameras is negligible relative to the distance of the scene.

To approach general configurations it appears more appropriate to relate the problem
of rig calibration to the problem dfand-eye calibration

Whenever a sensor is mounted onto a movable device - such as e.g. a camera mounted
onto a robot hand or a camera with a gyroscope attached - and measurements from the
sensor are to be mapped into the device’s workspace frame, the relationship between
sensor and device needs to be known. The problem of determining this relationship -
most commonly described by a rigid 3d transformafionfrom corresponding trans-
formationsA of the sensor an of the device is referred to dmnd-eye calibration
Figure2.1lillustrates a typical hand-eye calibration setup. The cameras of the rig can
be thought of as different sensors (“eyes” and “hands”) in the hand-eye calibration
model as illustrated in fig2.2, while the device workspace frame corresponds to the
local coordinate frame of the rig.

There has been extensive research in the field of hand-eye calibration especially for the
particular case of the sensor being a camera. Almost all proposed solutions demand for
the solution of a homogeneous matrix equation of the fabkh= XB whereA andB
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Figure 2.1.Common hand-eye calibration problem for a caménamounted with a
robot handH. A denotes pose transformations of the @yeaf the hand,
andX is the relative pose transformation between hand and eye. Here, rel-
ative pose transformations of the hand are measured by a fixed observation
systemO, and relative pose transformations of the eye are measured with
respect to a fixed calibration objeCt

are related with time-corresponding pose transformations of sensor and device while
X is related to the relative pose of the sensor with respect to the device which is fixed
over time. Pose transformatioAsandB are thereby provided by methods specific to
the sensors used.

Early solutions regard the rotational part of this equation decoupled from the transla-
tional part resulting in simple, linear formulations. Such approaches were proposed
first by Shiu and Ahmad [SA89 (who performed a least squares estimation first of
rotation first, then of translation, using the angle-axis representation for orientations)
andTsai and Lenz [TL89] (similar to [SA89 using a closed-form solution) for sensors
mounted onto robotsWang compared both methods resulting in a slight advantage for
the latter Wan93. Similar approaches using different pose representations where pro-
posed byChen using screw motion representatide9] (the first approach that does

not decouple the rotational and translational equations partsyamdand Kamel us-

ing quaternions for orientation representati@Kp1] that make use of the singular
value decomposition (SVD) for solution.

While all these approaches consider linear optimization technidiw@sud and Dor-

naika proposed a non-linear optimization for the rotational and translational parts one-
to-one HD95] yielding more robustness with respect to sensor noise and measurement
errors.

Our approach interprets the problem of rig calibration in a similar way as the problem
of hand-eye calibration which will be modeled@iapter 4. As we will point out, the
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Figure 2.2.:Stereo-rig calibration interpreted as hand-eye calibration problem.

considered problem of rig calibration differs from the hand-eye calibration problem by
the fact that additional unknown scale parameters have to be introduced. We will use
linear estimation and non-linear refinement methods simila€kK®[] and [HD95] to
approach the problem. Based on the theoretical solution strategies we will develop a
framework for rig calibration and evaluate an implementatio€lvapter 5.

At first, Chapter 3 presents the theoretical background for addressing the problem
in detail, starting with the basic topics of geometry, coordinate systems, and transfor-
mations in order to understand camera models, multiview geometry, and finally pose
estimation techniques.



3. Theoretical Background

3.1. Geometry, Coordinate Systems and
Transformation

To measure geometric entities and to describe geometric properties, the image plane or
space is identified with an appropriate vector space provided with a coordinate system
which is chosen specifically to the given problem. Transformations of entities describ-
ing processes such as rigid motions, projections, or changes of the coordinate system,
can thereby be expressed in terms of linear algebra. In this section Euclidean and pro-
jective geometry are introduced which provide a proper geometric and algebraic model
for computer vision, and common transformations are defined. Then we will describe
coordinate systems and changes of reference coordinate frame appropriately for the
task of rig calibration in the sense of hand-eye calibration.

3.1.1. Projective Geometry and Transformations

In this section we will introduce projective geometry and transformations that are
needed to describe the projections of perspective cameras. We will begin with pro-
jective geometry for the planar space and lead over to the 3d space.

Projective geometry defines an extension of Euclidean geometry. While in Euclidean
geometry of the 2d image plane the parallel axiom holds, i.e. from a geometrical view
there are lines which do not intersect, projective geometry is altered such that all lines
intersect. This is performed by addipgints at infinitysuch that parallel lines intersect
each in a point at infinity which corresponds to their direction. The set of all points at
infinity forms theline at infinity.

The projective plane: To describe points and lines in the perspective planehthe
mogeneousotation for points and lines in the plane is introduced. Each point of the
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Euclidean plane may be represented by a pair of coordimates(x,y)" € R? while

lines are represented by a triplet (a,b,c)T € R? such that all point$z, y)T € R?
satisfyingaz + by + ¢ = 0 lie on the line. Since for a fixeth, b, c)T € R?, all triplets
k(a,b,c)T represent the same line for any non-zér& R, vectors(a,b,c)’ € R?

which are related by a non-zero scale are considered as equivalent. Each equivalence
class of vectors due to this relationship is denotes as a homogeneous vector. The set
of all equivalence classes form the projective spatevhich can be identified with

R3\ (0,0,0)7.

A point (z,y)" in R? is represented ii?? by the homogeneous coordinatgs:, y, 1)

for any non-zerok € R. Given a homogeneous vectar = (z,y,w), w # 0,

the Euclidean representative can be obtained from: (z/w,y/w). Homogeneous
pointsm = (z,y,w)" with w # 0 correspond to finite points which can be found

in the Euclidean plane while homogeneous points with= 0 define the points at
infinity. Equivalently the line at infinity is represented by the homogeneous vector
l, = (0,0,1)7.

InterpretingP? asR? for clearness, each point in the Euclidean pl&3ieequals a ray
through the origin ir?? and vice versa, while lines iR? correspond to planes i#?,

and the Euclidean plane is embedded iftatw = 1.

Note that equality is definedp to scalefor homogeneous vectors singeequalskm

for anyk # 0. This will be emphasized in this work by the use of the similarity sym-
bol ~ instead of the equality symbet. Euclidean and homogeneous representation
will be used interchangeably for finite points since the Euclidean representation can be
obtained by normalizatiom = %m for w # 0.

Transformations of the projective plane: In this paragraph we will describe com-
mon transformations of the projective plane that can be described by linear transfor-
mations on homogeneous 3-vectors, representgdbbg matrices.

A planar Euclidean transformation or isometryis a transformation of inhomoge-
neous points that preserves Euclidean distance. It is given by the matrix representation

x x
, R C
y z(OT 1) y (3.1)
1 1

cosa —sina

sina  cos«

for an anglea € [0,27) andC € R? is a Euclidean 2-vector. Euclidean transfor-
mations model rigid motions of an object in the Euclidean plane, decomposed into a
rotationR and additional translation by. Hence a planar Euclidean transformation
has3 degrees of freedom and can be computed from two point correspondences.

or, in short;m’ = [R | CJm whereR is a2 x 2 rotation matrixR =
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The Euclidean transformation is generalized bydimeilarity transformation or sim-
ilarity which does not preserve distance but shape. It is given by

x x
, AR C
1 1

or, in brief, m’ = [AR | C]m whereX € R represents an isotropic scaling. Similarity
transformations model rigid motion and isotropic scaling and will be used to describe
the change of coordinate systems. A planar similarity transformation tagrees of
freedom and can be computed from two point correspondences.

The most general transformation is thkanar projective transformation which is
also referred to asomographydefined on homogeneous points by

x hl,l h1,2 h1,3 x
Yy | = | har hoz hogs Yy (3.3)
w' h3,1 h3,2 h3,3 w

abbreviated as’ = Hm. Note thatH can be scaled by any non-zero scale factor with-

out altering the projective transformation, i.e. such that 83) folds for projective
equality~. Hence a planar projective transformation Bagegrees of freedom and

can be computed up to scale franpoint correspondences. Projective transformations
leave only projective properties invariant, i.e. points are mapped to points, and lines
are mapped to lines. Projective transformations are used to describe perspective pro-
jections of rays to an image plane as needed for common camera models as will be
described in sectiof.2

The projective 3d space: The projective 3d space is created straightforward from
the projective plane. The projective 3d spd@econsists of Euclidean 3d space ex-
tended by a set of points, lines, and the plane at infinity. The latter is equivalent to the
line at infinity for the projective plane. In the context of this work we will only address
points in the projective 3d space.

Each Euclidean poitl = (X,Y,Z)T € R3 is represented by a homogeneous vec-
tor M = (X,Y,Z,1)T. A homogeneous vectdvl = (X,Y,Z, W)T with W # 0
corresponds to the Euclidean po{df /W, Y /W, Z/W)T. Homogeneous points with

W = 0 represent points at infinity.

Transformations of the projective 3d space: Transformations of the projective 3d
space are related directly to the transformation of the projective plane and may be de-
scribed by linear functions on homogeneous vectors, represented Bynatrices.

10



3. Theoretical Background 11

A 3d Euclidean transformation on inhomogeneous pointd = (z,y,2)", M’ =
(2,4, 2")T is given by

x’ x
! R C
1 1
or, in short, M’ = [R | C]M whereR is a3 x 3 rotation matrix andC € R3 is a

Euclidean 3-vector. A Euclidean transformation models a rigid motion in 3d space
consisting of rotation byR and translation by, preserving distances and volumes.
Since a 3d rotation hasdegrees of freedom, a Euclidean transformationsidegrees

of freedom and can be computed fr@mpoint correspondences.

A 3d similarity transformation is given by

"I (AR C
I\ o"T 1

or, in brief, M’ = [AR | C]M where) € R defines the isotropic scale. A similarity
transformation has hencedegrees of freedom and can be computed fBopoint
correspondences.

< 8

(3.5)

I
— N Q8

—_

Finally, a 3dprojective transformation or homography is defined on homogeneous
points by

Z hig hiz2 hiz  hig i
7 hax h22 haz  hag . (3.6)
W' hsx hsa haz haaha1 haz haz hag w

or, more brieflyM’ = HM. Due to the mentioned scale ambiguity considering pro-
jective equality~, a projective 3d transformation &f has15 degrees of freedom and
requiress point correspondences to be computed.

3.1.2. Coordinate Systems

Coordinate systemare used to describe the positions of points in space. In-an
dimensional vector space the position of a pairis identified uniquely by the-tuple
(x1,...,x,) of its coordinateswithin the given coordinate system.

11
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In computer vision it is appropriate to ua#fine coordinate systenms describe geo-
metric objects in 2d and 3d. A real affine coordinate system is defined by an orthogonal
baseB = {b,,...,b,} of ann-dimensional real vector spa&g and an origin vector

O € V. It describes a mappingy o of elements of” to n-tuples such that the inverse
mapping is given by

@%}0 R" - V. x+— inbi +0 (3.7)

i=1

The canonical coordinate system is given by the canonical Base- {e;,...,e,}
and zero origirDy = (0,...,0)7.

Geometrically interpreted, an affine coordinate system with an arbitrary orthogonal
base® and originO can be interpreted assaaled translated androtatedinstance of

the regarding canonical coordinate system. Moreover, given two affine coordinate sys-
tem with orthogonal basé®, 95, and origind0,, O,, the latter arises from the former

by scaling, translating, and rotating, i.e. by a similarity transformation. This applies,
because a rotation i1 is defined by an orthonormal linear mapping which preserves
length and orthogonality of vectors€ V. Hence for two base®,, 98, there exist

a rotation matrixkR and a diagonal scaling matrix such that8, = {ARb|b € B, }.

The intermediate translations given byO, = O; + t.

Throughout this work affine coordinate systems defined by an arbitrary base and origin
will be denoted asoordinate framesWe will regard only coordinate frames that are
scaled isometrically along all axes, i.e. there ia & R such thatA = M. The
canonical affine coordinate frame is considered aswhdd coordinate framewore,

Hence an affine coordinate frarfe O can also be uniquely parametrized by a rotation

of the canonical base vectors definediya translation of the zero origin denoted by

C in world coordinates, and an isometrical scaling of the canonical base by a\scale
holding:

C = dvord(O) and b, = \Re;, foreachi=1,...,n (3.8)

Rotation, translation, and scale of a coordinate frame with respect to the world coordi-
nate frame are referred to absolute parametersf the coordinate frame.

By fixing any reference coordinate fram@*/, described by the absolute parameters
R/, Cr¢f, and "¢/, any affine coordinate fran®, O can be furthermore uniquely
parametrized with respect &¢/ by AR, AC, andA\ such that:

AC=3"1(0-0") and b, =ANARD*, foreachi=1,...,n (3.9)

AR, AC, andA are referred to aselative parametersf the coordinate frame with
respect to its reference frame.

12
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3.1.3. Rigid Transformations between Coordinate Frames

In the last section we pointed out how to parametrize general coordinate frames by the
geometric terms rotation, translation, and isometric scale with respect to a reference
coordinate frame or the world coordinate frame. Using this model for the projective
3d space it is easy to consider multiply nested coordinate frames, and to interpret
coordinate frames geometrically as poses of cameras in the rig within the scene as
described in the following section. Each coordinate frame can be characterized by
its origin C, its orientationR and its isometric scal® measured within the wrapping
coordinate frame.

The change between two Cartesian coordinate frames of the Euclidean 3d space is
described by a similarity transformation on inhomogeneous points. As defined in eq.
(3.5), the similarity transformation is of the form

T = (%5 f) (3.10)

abbreviated a¥ = [AR | C] whereX € R accounts for the isometric scaling between
the coordinate systemRB,is a3 x 3 rotation matrix describing the relative orientation

of the reference frames to each other, &hd R? describes the translation between
the two reference frames or in other words: The origin of the transformed coordinate
frame inside the untransformed coordinate frame (se&fiy. Equivalently, each co-
ordinate frame is identified with respect to a fixed reference frame by such a similarity
transform.

When the scal@ is equal tal, T is described by a Euclidean transformation as defined
in eq. 3.4), abbreviated a¥ = [R | C]:

T= Gi f) (3.11)

This accounts geometrically for a rigidotionof a coordinate frame within its refer-
ence frame without change of scale.

The concatenation of two subsequent changes of reference filapae®l T, can then
be computed by a simple matrix multiplication

13
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Figure 3.1..Similarity transformation between coordinate frames

3.2. Camera Models

In general it is an essential issue of computer vision to use an appropriate mathematical
model for the process of image formation. In this section we will describe the process
of image generation with a monocular camera using the ipiealole camera model

for perspective cameras. Also, tepherical camera modelccording toScaramuzza

et al. [SMS04 will be described to model wide-angle cameras. Aberrations from the
ideal models that occur with real cameras due to lens distortion are compensated by
distortion models The issue of estimating the actual intrinsic camera parameters and
distortion will be addressed in secti@m. For a deeper insight into this topic we refer

to [HZO0Q].

3.2.1. Perspective Camera Model

First, there are two basic types of camera projection modelgeispective projection
model and therthographic projectiormodel. Perspective projection, also referred to
ascentral projection corresponds to the model of thnhole cameravhere the visible

scene is projected to the image via central projection with respect to a given projection
center, thecamera cente(see fig.3.2(a)).

Orthographic projection on the other hand is given by a special case of central projec-
tion where the projection center is infinitely distant from the scene (se&fib)).

The visible scene is hence projected to the image plane neglecting depth differences
in the scene. While perspective projection is a good model of the actual geometry
of image formation with general cameras, orthographic projection yields more simple
mathematics than perspective projection and is often used to approximate perspective
projection. Seminal approaches using orthographic images for pose estimation have
been proposed by e.Gomasi and Kanade [TK92]. Nevertheless, since its applicabil-

ity is limited, we will focus on the perspective camera model in this work.

Without assuming radial distortion, an idgahhole camergrovides an appropriate

14



3. Theoretical Background 15

Figure 3.2..Camera projection models (a) Perspective projection with central point
(b) Orthographic projection with infinitely distant projection center

model for a general CCD camera. The pinhole camera as shown i8.8&pasically
describes the central projection of points in 3d space onto aplaftee image di-
mensions are given by widtlh and heighth. The distance between central point and
image plane is denoted as tloeal lengthf. The line perpendicular to the image plane
passing through the central point is denoted asofitecal axis Its intersection with

the image plane is referred to as fhrencipal pointp of the camera image. Note that
the projection center is referred to as tteemera centefC which defines the position

of the camera in 3d space while the optical axis and image plane fix the orientation
of the camera’s coordinate frame: The image plane is by definition parallel toghe
plane of the camera-local coordinate frame and located by conventios at

camera reference
t o frame Cegm
-

world reference
$0) frame Cyorid
i

p image plane I

Figure 3.3.The illustration shows the projection model of a perspective camera. 3d
pointsM are projected to the image plane by means of central projection
with respect to the camera centér p denotes the principle point. The
Euclidean transformation between camera reference frame and world co-
ordinate frame is given b¥ ..,,..

1This notion refers to the originalmera obscuravhere light rays from the visible scene pass through
a very small pinhole into a dark box to form an image inside on the back wall where a light-sensitive
film could be applied.

15



3. Theoretical Background 16

Using the pinhole camera model, the coordinates of a 3d poiat (X,Y, Z)T in the
world camera system and its 2d pixel coordinates in the camera image(u, v)"
are related by

v| ~P

X
Y
s (3.13)
1

whereP is a real3 x 4 matrix referred to as the perspectiv@mera projection matrix
and~ indicates equality up to scale.

Denoting the homogeneous vectoriosm = (u,v,1)T andofM asM = (X,Y, Z,1)T
eq. B.13 can be written briefly as ~ PM.

The camera projection matriR can be decomposed as

P =K([R" —R'0Q) (3.14)

whereK € R3*3 defines theceamera calibration matrix

fky s pu
K= 0 [k, p (3.15)
0 0 1

which is related to thentrinsic parameter®of the camera, i.e.:

e Thefocal lengthf of the camera.

Horizontal and verticapixel scale factors:,, k, whose inverses define the size
of each image pixel in the world coordinate unit. Common cameras are assumed
to have square pixels, i.&, = k,.

Pixel skewalues which accounts for non-orthogonality of the pixel grid. Pixels
are customary considered to be rectangularsi-e.0.

The pixel coordinategp,,, p, of the camera’s principal point in the image, i.e.

the intersection of the optical axis with the image plane measured in the image
coordinate system.

16



3. Theoretical Background 17

Hence the calibration has five degrees of freedom giveriy fk., s, p., andp,.
Under the assumptions, = &k, ands = 0 - denoted as theeduced camera model
which holds for the most currently manufactured cameras - the number of degrees of
freedom is reduced t&. Note thatK is an upper triangle matrix and its inverke! is
defined.
OnceK ! is known, an image pixeh = (u,v)" can be back-projected into 3d space
by:

(z,y,w)" ~ K (u,v,1)7 (3.16)

These coordinates, commonly either scaled to lerdg{hnormalized”) orw = 1
(“homogenized”), will be referred to throughout this workragmalized coordinates
My, Of M. Mm,,., can be visualized as the ray emitting from the camera center
through an image point within the camera-local coordinate frame.

The3 x 4 matrix (—RT — RTC) accounts for the absolugmseof the camera within

the world coordinate system and is related to agitansic parameteref the camera,
orientationR andpositionC. The3 x 3 rotation matrixR is related to the physical
orientation of the cameras arid to its position, i.e. the camera center, within the
world coordinate system. This corresponds to the Euclidean transformatipc]
transforming the camera-local coordinate frame into the world coordinate frame, or to
the inverse transformatidik™ | — RTC] respectively. Note that the pose liadegrees

of freedom,3 accounting each for rotation and position.

Summing up, the projection matrix of a general projective camerd haegrees of
freedom:6 from the pose matrixg from the calibration matrix. Since the overall scale

of the perspective projection matrix can be ignored for projective reconstruction, the
number of degrees of freedom can be reducethtoFor the reduced camera model
the number of degrees of freedom is further reducetl to

Throughout this work we assume that the pinhole camera model is an accurate model
for the image formation process. In practice using real camera with light-focusing
lenses, deviations from the linear model will occur. The most important deviation is
in general a radial distortion which will be modeled as proposeHifiOp, 7.4] by

the radial distortion centek:,, c,) " and a fourth-order polynomidl with coefficients

1, k1, ..., k4 Such that distorted image coordinatés= (u,?) are mapped to ideal
coordinatesn = (u, v) by anundistortion function- defined by:

7(u,0) = (u,v) u=cy+ L(r)(t—c,) v=c,+ L(r)(v —¢c,) (3.17)

wherer = /(4 — ¢,)? + (0 — ¢,)? is the distance of distorted image pixels from the
distortion center. The number of intrinsic parameters is hence increasedrix/the
mapping from normalized space points to image points is described by a non-linear
mapping/C instead of a linear mapping.

17



3. Theoretical Background 18

3.2.2. Spherical Camera Model

To describe wide-angle or hemispherical cameras, or more specific: cameras with fish-
eye lenses, we use the omni-directional camera model proposgchiynuzza et al.
[SMSO04. In this model the image formation process can be thought of as projecting
the visible scene onto the unit hemisphere around the camera center instead of the
plane atv = 1, and addressing image pixels by means of their polar coordinates. This
projection is commonly referred to asgular fisheye projectiorit is illustrated in fig.

3.4

Using the fisheye camera model, the coordinates of a 3d pbiat(X, Y, Z,1)T inthe
world camera system and its 2d pixel coordinates in the camera imagéu, v, nt
are related by a non-linear projection function= 7 (M) which can be decomposed
as:

U T T );
o] =k({y]).  |v]=®RT-RTO)|, (3.18)
1 z z 1

where K denotes a non-linear mapping of normalized coordinéteg, 2)T first to
spherical coordinate§b, ©, 1) of the corresponding unit vector, then to Cartesian
pixel coordinatesu, v, 1)T with respect to the image center by:

x k. 0 py Ocos P
Kily])=10 k- ps Osin ® (3.19)
z 0 0 1 1

KC is denoted with respect to the camera calibration matrix asaheera calibration
function (RT — RTC) denotes the transformation of points in the world coordinate
frame to camera-local points as in the perspective camera model.

Note that the distance of a pixel from the center of the image, given by

r = +/(u—p,)?+ (v—p,)? = kO, is proportional to the angle from the camera
view direction®. Hence points seen under the same angle form circles on the image
plane as shown in fig3.4. In particular, in an angular fisheye image the resolution

is approximately equal across the whole image. Moreover, the linear mapping of the
distance of image pixels to the image center to angles can be described by a single
scalek, if distortion is neglected.

18
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In comparison with perspective cameras, itiginsic parameterf an ideal fisheye
camera are given by:

e Thepixel/radius ratiok,., i.e. the radius of th&® equiangular circle in the camera
image in pixels.

e The pixel coordinates,, p, of the camera’s principal point in the image, i.e. the
image point corresponding to the polar coordindtes, 1)" in the camera-local
coordinate system.

Notice that the inverse mapping from image poifitso normalized pointsn,,,;.,, iS
given by:

sin ©

Uu T(U - pu) U= Pu
Ko =280w—p) | ~|v—p (3.20)
1 cos © r cot ©

wherer = /(v — p,)? + (v — p,)? denotes the pixel distance from the image center,
ando = .
kr

+  1mage plane |
Figure 3.4.Projection model of a spherical camera using angular fisheye projection.
lllustration of a hemispherical camera with an aperture angl8@f(left).

The plotted lines in the circular image (center) denote the equiangular
circles for fixed viewing angles &b = 7 - 90° with j = 0, ..., 4 (right).

Distortion is modeled as a deviation of the viewing anglend distance from image
centerr from being linearly correlated SMS0§ suggests to describe the relationship
between both parameters by a fourth-order polynomiak= p(r) with parameters
0,K1,...,ks INStead 0O = r/k,.

Note that in applications where only normalized image points are considered we will
not have to pay regard to the specific camera model being a perspective camera or a
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3. Theoretical Background 20

spherical camera or to the distortion model, once the mapfifiggm camera-local
coordinates to image pixels (and vice vétsa from image pixels to normalized co-
ordinates) is known and fixed for a camera.

3.3. Epipolar Geometry and the Essential Matrix

The epipolar geometrylefines the intrinsic projective geometry between two camera
images depending only on the cameras’ intrinsic parameters and relative pose. Epipo-
lar geometry is exploited for a variety of problems such as depth estimation by trian-
gulation, image point matching, and pose reconstruction from calibrated cameras. We
will introduce epipolar geometry, the notion of the Essential matrix and address basic
problem solved by computing the epipolar geometry.

3.3.1. The Essential Matrix

Given two calibrated cameras with calibration matritgsk’ and posesI | 0] and

[R | C], and a 3d poindM that is visible in both cameras as illustrated in fi§.5,

we can relate the coordinatesNdfto its projection into both camera images iy=
K(I10)M = KM andi’ = K'(RT —RTC)M. The normalized coordinates correspond-
ing to the projection of the point into both images are given in the calibrated setting
by projective pointsn,,,,,, = K~'m, andm’, . = K~'m’. The relationship between

projectionsm,,,;.,,, m’ and the corresponding 3d poikf has to be explored to

norm

solve basic problems in stereo reconstruction:

¢ Estimating the position ofy), ., givenm,,,., and poseR | C] without know-

ing the actual position of the corresponding 3d point referpdimt matching
between camera images.

e Determinating the corresponding 3d point from given projections.,,, m.,,....,
and poseR | C] is referred to asriangulation

e Reconstructing the inter-camera pose from,,.,,,, m’ is performed by com-

norm

puting the Essential matrix which will be explored in the following.

As illustrated in fig.3.5, the camera centefs C, projected pointsn,, ., m,,,,., and

3d pointM are coplanar forming the so-calle@ipolar plane Theepipoledenotes the

point of intersection of the line joining the camera centers, referred to dmswine

with the image plane. The epipole defines therefore the projection of the camera center
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of each camera into each other’s image plane. The intersection of the epipolar plane
with each image plane is denoted as d¢ipgoolar line

From the Euclidean relationship between the camera coordinate systems we obtain
Mypoprm = Rm,norm +C

With the cross product x Rm’/ being perpendicular t& andRm’, .. we get

m(C x Rm') =0

which accounts for the fact that the vectors between projections and the camera centers,
_— —
0, Myorm, C, R/ + C, and the baseline vector C are coplanar as shown in fig.

norm

3.5. Using the skew-symmetric matrix representatidn of the cross product

C,CL — C.C) 0 -C. C, C
CxC=|CC,-CC,|=[C. 0 =C||C]|=I[CC (3.21)
C,C, — C,C, -C, C, 0 C’

this can be reformulated as:

!

T _
mnormEmTwT’m = O

where
E = [C]«R (3.22)

E defines theEssential matrixwhich is the algebraic representation of epipolar ge-
ometry for known camera calibration. It relates corresponding image points in differ-
ent camera views with each other. The Essential matrix as defined by the constraint

m;;[merhnorm = 0 has only five degrees of freedom: Each translaicend rotation

R has3 degrees of freedom but there is an overall scale ambiguity sinc8&29) (s
defined on homogeneous coordinates.

3.3.2. Estimation of the Essential Matrix

Given two images of a camera with known intrinsic parameters, the Essential matrix
is computed from corresponding normalized image paintsn’ such that the dis-
crepancy from the epipolar constraint €§.22 in terms of sum of squared distances
between points and their corresponding epipolar lines is minimized.

To normalize corresponding pixel positionisin both images, the camera calibration
matrix is appliedim, ., = K~ 'm.
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\_R_/
Figure 3.5..Two cameras with epipolar plane

Once the Essential matrix has been estimated, the normalized camera m@atfiX|
containing the camera pose can be extracted fifoup to scale and with a four-fold
ambiguity where the different solutions represent the cases illustrated B@idlrhis
ambiguity is encountered as follows:

e The length of the position vectdr of each solution is set thC|| = 1 to define
the indeterminate scale provided by the equaﬁQT;,mErhmm =0.

e For each of the four solutions, the 3d poiniscorresponding to each 2d point

pair (m,orm, m),,,.,) are computed via triangulation as described in se&i8r8

e The solution with the most 3d points beigfront of both cameras selected
(see fig.3.6(a)).

(b)

Figure 3.6..The four possible solutions for pose reconstruction from the Essential ma-
trix. Only in (a) the 3d point is actually visible in both camera.

For practical applications we use a RANSAC approaEB{1], see also appA.6) for

robustness. We use the five-point algorithm proposeN®er [NisO3 to estimate an
Essential matrix frond corresponding image point pairs. Image point correspondences
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are established via the KLT feature tracking method proposeldayide, Lucas and
Tomasi [TK91]. This issue will be explained in detail in secti@b regarding pose
estimation.

3.3.3. Triangulation

Once the inter-camera pose is known, depth information can be recovered from point
matches. Given a calibrated environment with inter-camera [fo$€], the 3d point
M corresponding to normalized projections,,,,, m’ can be computed from the

norm

intersection of the rays through the camera centers and projected?@pits,.,, and
C,Rm/_. + Cas shown below in fig3.7. Note that a scaling of the baseline lengths

results in an equal isotropic scaling of the reconstructed 3d point space. Since the
baseline length is set arbitrarily for poses recovered from Essential matrix estimation,

3d structure can only be reconstructed up to scale by this technique.

e
. TieT
myopm Y -
e
-s 5 Or =
0 baseline

Figure 3.7.Principle of depth measurement of image points by triangulation. The
epipolar geometry has to be known to compute the 3d points from the
intersection of the projection rays into the camera images.

3.4. Calibration of Intrinsic Parameters

In the last sections we assumed the intrinsic parameters of the camera to be known.
The intrinsic parameter& can be estimated from corresponding 3d space and image
entities using standard techniques as described in genetdZB0]. Referring to the
camera models described in sect®f the intrinsic parameters consist of focal length,
principal point, skew, and lens distortion parameters for the perspective camera model,

2Since the rays from camera centersMoand the baseline form a triangle, this technique for depth
measurement is denoted as “triangulation”.
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or principal point, radius scale, and distortion parameters for the spherical camera
model.

In practice, the calibration for both camera models involves a planar checkerboard-
type pattern with accurately known metrics which is referred toaidration grid in

the following. Given is a set of image$,, ..., Jx of the calibration grid captured
from different unknown poseR*, C* of the camerak = 1, ..., K) where the intrin-

sic parameters are assumed to be fixed over time. The corners of the grid are detected
in the images byHarris’ corner detectorS88 and identified with the corresponding
accurately known 3d points lying on the grid plane within the time-fixed coordinate
frame of the gridC9"d. C9¢ is interpreted as the world coordinate frame for calibra-
tion.

From corresponding 3d poinﬁf and 2d pixel positionaﬁg‘? in eachk-th image, the
extrinsic and intrinsic parameters of the camera are estimated subject to minimizing
the reprojection error - also denotedgeometric error- of 3d points into the images.

The reprojection error is given by the squared error function:

K
or, (KR C L RRCR) =373 flmf — K(RFT | = RFTCHME|® (3.2
k=1

J

The estimation can in general be decomposed into the following steps:

1. First, find an initial solution to the intrinsic and extrinsic parameters. This is
most commonly done by linear closed-form solutions computing the projection
matrix from the linear equations provided by e®.13 mf ~ PM? for the
perspective camera model. The projection matrix is decomposed into calibration
matrix K and pose matrixR¥T — R*TC¥). Distortion is usually ignored to
simplify this task.

For the spherical camera model a linear approximation of the projection function
P is used to determine an initial solution for the camera calibration fundtion
from eq. G.18.

2. Then the initial estimate is used as a starting point for minimizing the repro-
jection error with an iterative algorithm for non-linear optimization such as
Levenberg-Marquardt.

The direct linear methods used for initialization is in general computionally fast be-
cause there are no iterations required. Nevertheless, its solution may not fulfill the
parameter constraints in the presence of noise. Additional, lens distortion is modeled
as a non-linear function and can generally only be approached by an iterative non-
linear method.
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For practical applications we u@»uguet’s Camera Calibration Toolbox for Matl&b
[BouO7 for intrinsic calibration of perspective cameras and stereo rigs, and an adap-
tion of the Omnidirectional Camera Calibration Toolbox for Maffatleveloped by
Scaramuzza et al. [SMS0§ to calibrate spherical cameras such as wide-angle fisheye-
lens cameras. Both approaches are described in detail in the following sections.

Figure 3.8.1mages for intrinsic camera calibration from corners of a calibration grid.
Top: Example views of the grid with a perspective cameraBauguet’s
Camera Calibration toolbox with different camera poses.
Bottom: Example views of the grid with a fisheye-lens camera for the
Omnidirectional Camera Calibration toolbox with different camera poses.

3.4.1. Calibration of Perspective Cameras

Calibration of intrinsic parameters witBouguet’s toolbox uses an intrinsic camera
model equivalent to the one described in sec8dh1which approximates distortion

as a fourth-order polynomial First, the extrinsic and intrinsic parameters apart from
the distortion coefficients are estimated with a closed-form solution which examines

3Bouguet uses the “Plumb Bob” distortion model introduced Byown which accounts for radial
distortion and thin prism distortions, quod vidle C. Brown: “Decentering Distortion of Lenses”
in: “Photogrammetric Engineering, Vol. 32 (3)p.444-462, 1966.
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planar homographies between the images of the calibration grid as originally proposed
by [Zzha99.

The distortion function is estimated separately by minimizing a cost based on the de-
viation of edges on the calibration grid from fitting a linear model. The solution is
afterwards refined iteratively by a non-linear optimization method regarding the dis-
tortion parameters subject to minimizing the geometric error as in3e23)(

3.4.2. Calibration of Spherical Cameras

The Omnidirectional Camera Calibration toolbox for spherical cameras uses a similar
camera model as described3t2.2 Scaramuzza et al. suggest to model distortion

by describing the term cot © denoting thez-coordinate of the normalized term in

eq. 3.20 by a fourth-order polynomiat = 7(r) instead of considering the viewing
angle/pixel radius relationship = p(r) as non-linear. First, the extrinsic parameters
are estimated fron ' (%) ~ (R*T | — R*TC*)M* arising from 2d-3d correspon-
dencesn’, M for each imagé: = 1,..., K. Using this constraint with eq.3(20,

the extrinsic parametei®®, C* for each imagé: are estimated from:

Xk
uk —p ]
_ 7 u Yk
Kfl(rh;?) x (RFT| — R’“TC’“)Mf = vf —py | x (RFT | — RFTCF) ka =0
7(r) J
1
k
0 —7(r) v —py if(%
IEN 0 —uf 4+ p, | (R*T | — RFTCF) Z]’“ -0
k 2 ;
(3.24)

wherer = \/(U§ —pu) + (VF —pu)2andr(r) = ko +rry + -+ 1Ky

Note that eq. .24 yields one equation for each 2d-3d correspondeilzé* that is
linear inR*T andt* := —R*TC* but lacks ronR" andtk.

First, the principal point is obtained by estimating the center of the view field circle.
The extrinsic parameters are then estimated from the equations fron3.2d) le-

ing linear inR*T andt* except fort} (note that rowR] can be computed froR]
andRJ sinceRT is orthonormal). Afterwards the estimated extrinsic parameters are
substituted in eq.3.24) resulting in an overdetermined system of equations linear in
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Ko, - - -, ke andt, ... tX. This system of equations is solved as the previous by a lin-
ear least squares estimator utilizing singular value decomposition.

To maintain consistency with the distortion model proposed in se&idr2 the pa-
rameters ofp can be estimated from by interpolating®; = 7 — arctan(rr;, r;) for
several equidistant radi.

For deeper insight into the issue of intrinsic camera calibration from planar calibration
grids considering distortion models refer to the seminal work don&say [Tsa81
andZhang [Zha99. See BEMSO04 for a detailed description of the spherical camera
calibration method used.

3.5. Pose Estimation and Structure from Motion

To perform the rig calibration as motivated it is essential to have time-corresponding
poses of each camera in the rig each within its local reference frame. In this section
we will describe how to obtain poses by tegucture from motiorapproach for a
single camera as proposed by e //HA93]. This approach is very generic and does

not imply knowledge about the scene geometry or the presence of certain markers or
calibration patterns.

Given is a camera with known intrinsic paramet&drom a previously performed
intrinsic camera calibration as described in secBofy and K images.7i, ..., Jx
captured during an arbitrary motion of the camera through an initially unknown scene.
The task at hand is to estimate the po&%s| C*] of the camera for each time step
k=1,..., K with respect to the initial pos&® | C°] = [I | 0]. All poses are described

by Euclidean transformations of the camera-local coordinate frame with respect to
the reference frame at time st8p The task of pose estimation from images can be
separated into the following subtasks:

Feature detection and tracking  Interesting image points are extracted from the
sequence of images and 2d-2d correspondences between subsequent images are
computed. In order to simplify this task several image preprocessing steps are
performed and motion between subsequent image is assumed to be small or
motion preknowledge must be available.

Pose estimation initialization ~ From 2d-2d correspondences an initial camera pose
is computed by exploiting the Essential geometry, and sparse 3d structure is ob-
tained up to scale. The absolute scale of the structure is defined arbitrarily.

Pose tracking By further tracing of corresponding image points, the following cam-
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era poses for each image are computed from 2d-3d correspondences and the
structure is updated consistently to the initially chosen scale.

3.5.1. Feature Detection and Tracking

In order to establish correspondences between image points in different images, a fea-
ture point detection and tracking approach is used.

Given an image7, an image pointh € 7 is considered as interesting for detection
and matching if it can be distinguished sufficiently good from points in its vicinity.
This applies to e.g. corners or fragments of texture. Such locally specific points are
denominated afeature points Next to the problem of determining certain points as
feature points, referred to &sature detectionthe issue of comparing and identifying
images of the same feature point in different camera views arises in order to keep track
of feature points over subsequential images from a moving camera. This is denoted as
feature matchingr tracking There are different methods how to approach and iden-
tify feature points. Within the context of this work a KLT feature tracker is used for
feature detection and matching as proposed and implement&dibyle, Lucas and

Tomasi [TK91] while Harris’ corner detectorjiS8§ is used during intrinsic camera
calibration to identify corners of the calibration grid. Briefly, the KLT method locates
good feature points by examining the minimum eigenvalue of the structure tensor of
image pixels within a small search window, and features are tracked by minimizing the
difference between windows in subsequent images. Hence tracks of interesting image
points over the image sequence are gained.

As stated inTK91] the KLT feature tracker is theoretically robust against noise, image
distortion, and change of lightiigFeature points are located with sub-pixel accuracy
resulting in smaller displacement errors. Also, tracking over Gaussian image pyramids
with multiple resolution allows relatively large displacements between subsequent im-
ages even for small search windows.

3.5.2. Pose Estimation Initialization

Given image point correspondences, the pose estimation is initialized by estimating
the Essential geometry between the first two images and setting up an initial sparse 3d
structure. This will be referred to gmse estimation initializatiofor in terms of the
software used “init phase”).

4In fact, in our practical applications we use a simple KLT implementation which is not robust against
lighting changes since no image normalization is used. Nevertheless, it is appropriate for the ren-
dered and real image sequences used for evaluation.
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First, the Essential matrik, ; between the first two image%), J; is estimated from

no1 corresponding pairs of normalized 2d feature point positions extracted from the
images(m{, my), ..., (m) ,m, ), using a RANSAC (vide appA.6) for stability:
Each sample solutioR ; is computed via the five-point-algorithm proposedMiytér
[NisOS] from 5 corresponding point pairs as motivated in s&8.2 Correspondences
(m?, m}) are considered as outliers in the RANSAC framework if the residuum of

}TEO,lmi is larger than a fixed threshold for a sample solutign.

The first camera defines the reference frame with initial gb$6]. The pose of the
second camera with respect to the reference frame is computed from the estimated
Essential matrixt, ; as[R' | C'] with Eq; = [C!]«R!. As discussed in sec3.3.2

the Essential matrix can only be estimated up to scale hence the scale of the camera
coordinate frame computed froRy ; has an arbirary scale. This problem is addressed

by scaling the first pose arbitrarily such thgt!|| = 1, fixing the scale of the cam-

era reference frame. From the posBS8 | C°] and[R! | C'] the 3d coordinate3l;
corresponding to each feature point pait?, m}) are estimated by triangulation (see
section3.3.3.

3.5.3. Pose Tracking

Given correspondences between image points and 3d points from the initialization
phase, following poses are reconstructed maintaining consistency with the given 3d
structure. This phase will be denotedoase trackindgor in terms of the software used
“tracking phase”). The notion behind the approach that is outlined below is to register
the pose of the camera at each time step such that the reprojection error between 3d
points and known corresponding image points becomes minimal.

After initializing we have not only the first two poses of the camera given in the camera
reference frame but also correspondences between feature points and sparse 3d struc-
ture given within the reference frame. By further tracking of the feature points into
the actual image, correspondences between normalizes imagerpbiats 3d points

M; in the reference coordinate frame are obtained for each infagdRecalling the
projective relatiomn) ~ (R*T — R¥TC*)M; from eq. 8.13, the camera pose*, C*

of each imageg7, with respect to the reference frame can be estimated by minimizing
the reprojection error as defined in €8.23), i.e. findR*, C* such that:

2 (RF, CF) = ZZ” — (R*T | — RMTCR)ME? (3.25)

k=1 j

becomes minimal. Equatio.5 is solved using a RANSAC for robustness. Each
sample solutiomR*, C* is computed fromd 2d-3d correspondences by the POSIT
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method proposed byle Menthon and David [MD95]. 2d-3d correspondences?,
M; are considered as outliers in the RANSAC framework if the reprojection error
2,(R¥, C¥) from eq. 8.2 is too large for a sample solutidir’, C*.

To ensure that the algorithm does not lose track of the sparse 3d structure, new 3d
points must be created during the pose tracking. For this purpose new feature points are
detected and tracked as old feature points are lost. The 3d coordinates of new feature
points are computed by triangulation as before. The algorithm tries to retrieve lost
feature points in the actual image by predicting their positiofinvith the estimated

pose.

Init Phase Tracking Phase

b{ Preprocess nextimage }( ﬂ Preprocess nextimage H

Lasttoo many
featurepaints?

Detect featurepoints Detect featurepoints

Previous image exista? [ Match featurepoints with previous imaoge ]

[ Match featurepnints with previous image ] Estimate pose

yeS

A na
\\>
yes  Mextimage exists?
ha

Estimation successful? [ Refine pose and structure ]
yas

(_Estimate Essential matix ) Estimation successful?

( Retine Essential matrix ( Trianguiate new 30 points |

[ Compute pose from Essential matrix ] -
( Refind 1ost featurepoints |———!

[ Triangulate 30 points }
l Bundle Adjustment 'l(

Figure 3.9.Flowchart for pose estimation algorithm as described in se@&i&n
Init: 2d features from the initial image are tracked until the Essential ma-
trix between the actual and the first image can be successfully estimated.
The pose is computed from the Essential matrix, and 3d points are com-
puted by triangulation.
Tracking: Poses are estimated from 2d-3d correspondences for each image
and the 3d structure is extended by further tracked points.
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The complete pose estimation algorithm is summarized ir8f@.For robustness, all
RANSAC estimations, i.e. Essential matrix estimation using the five-point-algorithm
and pose estimation using the POSIT algorithm, are followed by a maximum-likelihood
refinement. Also the reconstructed sparse 3d structure is updated during pose tracking
by applying a Kalman filter. After the estimation has finished an additional bundle
adjustment is performed using 2d-3d correspondences of all images to refine the com-
puted poses and 3d structure. To explain these refinement techniques in detail would
exceed the limitations of this work. For a detailed explanation of the refinement meth-
ods refer to HZ00, WHA93]. A detailed description of the numerical methods for
Essential matrix estimation and pose estimation can be fourdd®p, Nis03.

It is mentionable that during pose tracking the estimated poses and updated 3d struc-
ture are consistent with the scale fixed at initialization hence reconstructions of the
same scene from different cameras differ by an overall scale factor modeled by dif-
ferent isometric scales of their respective reference coordinate systems. Nevertheless,
although the pose error between subsequent frames is kept low, accumulating estima-
tion errors can results in bias of the estimated poses and hence in a time-dependent
error of the reconstruction scale. This problem will be covere@hapter 5 along

with stability analysis of our approach.

3.6. Linear And Non-Linear Optimization

In order to approach real world problems arising from metrological applications in an
analytical way, a mathematical model is developed which describes the relationship
between measurements and the actual state of the observed system in terms of func-
tional constraints between observation values and an appropriate parametrization of
the system state.

In this chapter we will describe linear and non-linear models as well as analytical and
numerical approaches to solve them for the system parameters given a certain set of
observations.

3.6.1. Solving Systems of Linear Equations

A simple yet commonly used mathematical model is given by a system of linear equa-
tions (L) which is defined by a set of. linear equations im real variables:

Ax=b
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or
Ajx=0b; foreachj=1,...,k (3.26)

whereA is a realn x n matrix consisting ofn row vectorsA], --- |AT € R", b € R™
is a column vector of observations arde R™ is a column vector of unknownsx
accounts for the a priori unknown system parameters in general.

While accurate equation systems with full rank can be solved easily, metrological ap-
plications have to deal with noise-afflicted and erroneous data. Hence it is mandatory
to use analytical or numerical optimization methods to compensate for the input errors
and obtain a valid solution.

Error model for systems of linear equations: Given a linear equatiothx = b,
describing the model behavior, and a measurermailicted with unknown measure-
ment errors, a common error model is

~

b=b+e (3.27)

wheree accounts for the error between measured and “real” observations which is in
general unknown.

We are looking for the parameter vectosatisfyingAx + ¢ = b that minimizes the
residual vectoiié| °.

3.6.2. Solving Linear Least Squares Problems

In most cases we have more observations than constraints on system parameters. Ob-
servations are afflicted with an unknown error resulting from measurement inaccura-
cies, numeric limitations or previous estimation errors. These errors are thought of as
noiseon the input data for solution algorithms. Consider an over-determined noisy
system of linear equation{g.) with n unknownsx € R" andm > n linear equations

Ajx =b;with AT e R", b; e Rforeachj =1,...,m.

Assuming that the noise is Gaussian distributed with zero mean, the most likely solu-
tion for the equation system with respect to the linear error model stated i8.23) (

SNotice the difference between residuals and measurement érdascribes the error between ob-
servations expected from tlestimatecparameters and measured observations wetdiescribes the
error between observations expected fromrda parameters and measured observations.
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can be found by solving tHeear least squares probleimposed by L) of minimiz-
ing the residual$A ;x — b,| for eachj = 1,...,m, i.e. to minimize the squared error
function:

m

¢*(x) = [|[Ax = b[I* = "(Ajx —b))? (3.28)

J=1

To solve the linear least squares problem one takes advantage of the faétrdwathes
its minimum at* when its partial derivatives with respect to the parameters. . , z,,
reach zero:

9
— ") = 3.29
S P (x) =0 (3.29)
From this constraint one obtains thermal equation®f (L) which provide the solu-
tion x* for (L):

a% 2(x*) = 2ATAx*—2ATb=0

& ATAxr = A™b (3.30)

If A has full column rank, the square mateiX A can be inverted ang* is obtained
by applying thepseudoinverséd’ = (ATA)"*AT of A to b:

X = (ATA)'ATb (3.31)

There are several efficient numerical approaches to solve linear least squares problems
such as byQR or LQ factorization, by complete orthogonal decomposition or by sin-
gular value decompositioWfR71]. We use thesingular value decompositiofsVD)
because in the presence of noise we do not know the rank afid cannot assure
that A is not rank-deficient. The SVD offers a high numerical accuracy and stability
even for ill-conditioned matrices and can find solutions when other methods fail. It is,
however, computationally expensive. Another criterion for using the SVD for solving
linear least squares problems is that is dispenses with inverting the symmetric form
ATA explicitly which avoids one source of numerical instability.

Briefly, the SVD computes a factorization of a rectangular matrtkat allows to ex-
press inter alia the pseudoinverseby which the linear least squares problem can be
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solved using eq.3.31). For a detailed description of the SVD and applications to dif-
ferent problems such as solving systems of linear equations, eigenvalue determination,
and computation of the pseudoinverse refer to appeAdior [WR71].

Error propagation

Consider a linear least squares problem correspondidgte- b with squared error
function ¢(x) = ||Ax — b2 for A € R™", b € R™ and unknownsc € R". As
stated above the linear least square estimator yieldsA b, involving the pseudoin-
verseAT = (ATA)"*AT. Using the error model for linear equations defined in eq.
(3.27 we consider thab is afflicted with an erroe. Relating the linear least squares
estimate with the “real” solutior we havex = ATh = Af(b + ¢) = x + Afe, hence
the error propagated from the measureménts the parameter solutiahis linearly
transformed byAT.

Assuming the measurement errer® be Gaussian distributed with zero mean~
N(0,0;) foreachj = 1, ..., m, the error: propagated ta& is also Gaussian distributed
with e; ~ N(0, Alo) for eachi = 1,...,n whereA! denotes the-th row of A'.

Assuming thatA is also depending on measurements and hence afflicted with mea-
surement errors, the error model for linear equations defined in387) cannot be
applied. The model can be augmented by denoting the erroneous mattiafy the
measurement error of each compon&nj by the matrixE; while A refers to the “real”
matrix. The linear least squares estimator yields Afb = Af(b +e) = x + Ale,

hence the propagated error (4E)fe. Error propagation for such cases is in gen-
eral intractable to analyze analytically and is usually replaced by numeric evaluation
techniques such as computing the output error for a large number of input instances
afflicted with error. Such techniques are commonly referred tolaste Carlo tech-
niques

3.6.3. Solving Non-Linear Least Squares Problems

For linear least squares problems the components of the error vector are linear func-
tions of the unknowns hence linear algebra tools can be used to find a solution. Now
consider that the error vector consists of non-linear functions dte general form

of a non-linear least squares error function is given by

F6) = llg)l* = 3 05(x)? (3.32)
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whereg : R" — R™ x — (g;(x));=1,..m defines a non-linear vector function and
eachg; : R" — R, j =1,...,mis anon-linear function over the unknowss

As the linear least squares method can be used to estimate solutions of disturbed linear
equation systems, non-linear equation systems h(x) can be modeled as a non-
linear least squares problem by minimizing the error funciion) = |/g(x)||* with

g(x) = h(x) —y. To enforce non-linear implicit constraints(x,y) = 0 between
system parametess and observationg one may solve the non-linear least squares
problem with error function componenis(x) = h;(x,y).

There are several optimization methods designed specially for solving non-linear least
squares problems. For a detailed overview of numerical approaches associated with
this problem refer toNMINTO4]. The most commonly used methods for solving non-
linear least squares problems &lewton’s approacland its variations, e.g. tHeeven-
berg-Marquardt methadAn implementation of the Levenberg-Marquardt method as
described inPFTW8§ will be used in this work for practical applications.

Newton’s approach: Newton’s approach starts with an initial parameter solution
xo and refines this vector iteratively based on the assumptiongtigatocally
linear by evaluating a first order approximatigrat x, with a small stepAx:
g(xo+Ax) = g(xo) + Vg(x0)Ax WhereVg(xp) is the Jacobian of evaluated at
xo. Hopefully, the algorithm converges to the desired globally minimal solution
but it is also possible that it ends up in a local minimum or does not converge at
all.

Levenberg-Marquardt method:  The Levenberg-Marquardt method is basically a
damped version of Newton’s approach. While Newton’s method uses fixed steps
Ax, in each Levenberg-Marquardt iteration st&p is adapted according to its
influence on the error. However, the result depends also largely on the initial
solutionxy. Such an approach is in general only efficiently appliable,ifs
sufficiently close to an optimal solution.
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4. Multi-Camera Rig Calibration

In this main chapter we explore the taskrgf calibration of a fixed multi-camera
rig where “fixed” denotes that their internal parameters and relative positions of each
camera do not change over time.

There are several calibration approaches present for stereo-rigs with overlapping field
of view. Most approaches separate this problem into calibration of the intrinsic param-
eters of each camera and determination of the relative poses of the camera inside the
rig, the latter denoted here ag parameters The first issue can be most efficiently
solved using calibration patterns with known metricBsg87 Bou07, SMS04). For

the second task different approaches are conceivable, ranging from using calibration
objects to automatic calibration from a sequence of time-corresponding images of all
cameras during an unknown movement of the rig through an arbitrary setting.

This problem is originally based on applications of stereography. However, in gen-
eral one assumes that the coupled cameras have overlapping view fields. Under this
condition, points that have been visible in multiple cameras can be used to apply stere-
ographic methods in order to obtain the relative poses of the cameras pairwise, e.g.
from the epipolar constraints between the cameras.

In contrast to this, for the proposed problem it shontd be assumed that the cou-

pled cameras have overlapping fields of view. Hence we cannot utilize methods that
rely on points seen by multiple cameras from the beginning. On the contrary, we will
utilize results from the field ohand-eye calibrationWe use constraints between the
local poses of each slave camera in the rig and the local poses of the master camera
during a movement of the rig to estimate the rig parameters without assuming over-
lapping views. Local poses will be delivered by image-based pose estimation. Once
a sufficient good estimate for the rig parameters has been found structure of the scene
can be recovered from the combined views of all cameras as propodeidKi®4] or

[BoeO7.

First we will define a model of the problem of multi-camera rig calibration and intro-

duce the notations used. Then we will design a framework for an algorithm to solve
this task under certain assumptions.
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4.1. Definition of the Multi-Camera Rig

A so called (fixedmulti-camera rigis defined by a rigid coupling of multiple cameras
such that motions of the whole rig leave the poses of the rig cameras relative to each
other unchanged. Figureland fig.4.2show configurations of multi-camera rigs that

are used in practical applications. In this section we will give a precise description of
the rig model that will be used in this work.

master cam 0 slave cam [

Figure 4.1..Stereo-camera rig consisting of two perspective cameras with non-
overlapping views.

master cam # slave cam 1 slave cam N

Figure 4.2.Typical multi-camera rig for 3d scene reconstruction consistingy of 1
perspective cameras with non-overlapping views.

Given areN + 1 cameras modeled e.g. by the perspective or spherical camera model as
described in sectioB.2 The cameras describe a rigidly coupled multi-camera-system
called amulti-camera rigif their poses are fixed inside the rig’s internal coordinate
frameC". In other words, the position and orientation of the coordinate frathes

of each camerawith respect ta’"* is constant over time. Although the origin and
orientation of the rig's coordinate fran@&* could be chosen arbitrarily, we will, for
convenience, designate the camera with indlexs master cameravhich defines the

rig's coordinate frame, while the other cameras with indices. , N will be referred

to asslave camerasTheir fixed poses inside the rig with respect to the master camera’s
pose will be referred to aaternal posesn the following.

Precisely, the fixed relative pose of each slave cametal, ..., N with respect to

master camera is given by itsinternal positionAC; = (Ax;, Ay;, Az;)T and itsin-
ternal orientationAR; within the rig coordinate framé 9. Furthermore, each slave
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camera is associated with arternal scalefactor A)\; which relates the size of its co-
ordinate frame&’’ to the rig coordinate framé"9. This parameter is mandatory since

the corresponding poses from which the system will be calibrated do not necessar-
ily have to be measured in coordinate frames of equal scale. Obviously, because we
identify the rig coordinate frame with the master camera coordinate frame, the master
camera has internal positiakC, = 0, internal orientatiom\R, = I and internal scale

A)g = 1. Optionally, a scale relating the rig coordinate frame with the metrics of a
wrapping world coordinate frame can be defined¥y,,...4, given e.g. in millimeters

per rig coordinate frame unit.

The rotation parameters may be expressed in various ways, e.g. by rotatiakraxis
and rotation anglé\«;, by its Euler anglea\«;, Aj;, A~;, or by a unit quaterniofq;
[FWO04]. The best representation for rotation will be discussed later in settih A
more detailed discussion of this topic is presented in appeh@x

Internal positions, orientations, and scales for each slave camera will be referred to as
therig parametersan the following.

As introduced irB.1.2the similarity transformation between the local coordinate frames
of slave cameraand master camefais given by thet x 4 matrix:

AT, — (A/\OiéRi AlCz)

or for shortAT; = [ANAR; | AC,).

The inverse transformation is given by thex 4 matrix

L ART —ARTAC;
T—l _ | AN T (4 v
A ‘ _( o7 1 )

or for shortAT; ' = [f-AR/ | = ARTAC].

Connection to hand-eye estimation: The subject of hand-eye estimation is basi-
cally given by a rigid coupling of devices, commonly a camera (“eye”) and a kind of
gripper (“hand”) as illustrated isection 2 fig. 2.1 Such devices are described in

an equivalent way as a multi-camera rig by the internal poses of hand and eye with
respect to each other. Since the rig model proposed above is a straightforward general-
ization of the hand-eye model, it will be used for both throughout this work. However,
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most hand-eye calibration approaches imply that all measurements are taken within
the same metric framework.

It is an essential property of the proposed rig model that relations between coordinate
frame of cameras are considered by similarity transformations rather than by Euclidean
transformations. Thus, the model is generic and is not restricted to the condition that
observations in each camera frame are measured with respect to the same metric scale.
Later, we will discuss a further generalization of the rig model allowing for the scale

of the camera reference frames to change over time.

In general, estimation of intrinsic parameters and rig parameters is done separately.
First, intrinsic camera calibration depending on the appropriate camera model is per-
formed for each camera= 0,..., N in the rig individually as described in section

3.4. Note that once the camera calibration functiBhsre known, we will not depend

on the specific camera model of the rig cameras for the rest of this chapter.

The second calibration task consists of computing the rig param&tersAC;, and

A);. In the next section we will explore constraints between corresponding poses of
the coupled cameras in order to address this issue.

4.2. Pose Constraints of the Moving Rig

In this section we will describe the relationship between the rig parameters, i.e. the
internal poses of each camera in the rig with respect to the master camera, and pose
transformations in the camera-local coordinate frames observed during a motion of the
rig in a similar way as for the hand-eye calibration problem.

We consider that the rig is moving over time, precisely: For each time /step
0,..., K we have different external pos&g;,, C%,, within in the world coordinate
frameCv°'. First we will explore the relationship between camera poses and rig pa-
rameters considering different settings for the individual camera poses. We will denote

these apose models

Global reference poses Assume that the poses afl camerad),..., N at each
time stepk = 0, ..., K are given with respect to the world coordinate frame as
reference frame as illustrated in fig.3. The pose for cameraat time stepk
is defined by a Euclidean transformati@ = [R¥ | C¥] with respect ta?»o"4.
Such poses are received e.g. from pose estimation with a reference object visible
in all cameras at the same time which defines the world coordinate frame. Then
the relationship between master and slave camera poses and rig parameters are

39



4. Multi-Camera Rig Calibration 40

time step &
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-)global reference system Cglopal |

Figure 4.3.Rig parameters vs. camera poses in global reference frame

time step &
.—-ll‘-t_;
master reference
| System Co .
time step @ :
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i L | System G

master cam 0 slave cam i

Figure 4.4.Rig parameters vs. camera poses in individual reference frames

given by a Euclidean transformatiahT; for which holdsT;AT; = T%, or
more explicitly:
[R§ | CHI[AR; | AC)] = [R} | Cf]

This pose model yields a very simple constraint on the rig parameters and allows
to compute them by solving the linear equatidél’; = (T%)~'T* considering
Euclidean transformations only. This method can be used for stereo rig calibra-
tion e.g. withBouguet’s toolbox [Bou07 from images with large overlapping
views. Nevertheless, this pose model is not feasible for the assumption of non-
overlapping views because it is very difficult to apply a reference object with
accurately known metrics such that it is visible in all cameras at the same time
in general.
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time step &

time step @

@)

master cam 0 slave cam #

Figure 4.5.Rig parameters vs. camera poses in camera-local reference frames

Individual reference poses  Assume that the pose of each caméra 0,..., N

at each time step = 0, ..., K is given by a Euclidean transformatidrf with

respect to a&amera-specificeference fram€’ as illustrated in fig.4.4. Such

poses are received e.g. from pose estimation where for each camera in the rig an
individual reference object is visible at all time steps which defines the respec-
tive camera reference frame. The relationship between master and slave camera
poses and rig parameters is then given by a Euclidean transformsiigrior

which holds(T)) ' TEAT; = AT;(TY)~''T¥, or more explicitly:

[Ro" | —Ro'COJ[Rg | Gol[AR; | AC)] = [AR; | AC]][R]T | — R{TCYJ[RY | C]
for each slave cameraat time stepk.

Although this approach can be applied to multi-camera rigs without overlapping
fields of view it is difficult to realize since the rig motion is very limited due to
the fact that the respective calibration objects have to be visible in all images.
We will refer to this method later to evaluate our approach for non-overlapping
views.

Camera-local poses The most appropriate pose model for our approach is the one
commonly used for hand-eye estimation as depicted in4i§. The reference

frame for each cametas defined by the initial pose of the camera and following
poses are given with respect to the initial camera pose. Such poses are received
e.g. from pose estimation without certain reference objects as described in sec.
3.5and resemble the local poses referred to in hand-eye calibration approaches
1. As motivated above, the rig coordinate frame is identified with the reference
frame of the master camei&;¥ = C°.

1In hand-eye calibration, the local poses of the “hand” are commonly obtained from an observing
camera while local poses of the “eye” camera are computed by image processing methods equal to
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As stated above, we identify the reference frame for each camera with its initial co-
ordinate frame and relate local pose transformation of the cameras with each other
for simplicity, as commonly done in hand-eye calibration approaches. The following
considerations are meant to be generic and do not depend on the concrete technique of
pose acquisition.

The reference frame for each camera inside the rig shall be defined throughout this
work by its initial position at time step = 0 scaled isometrically by an arbitrary
scale factor. The reference frame for each cameta), ..., N is denoted ag*. For

each time stepp = 0, ..., K the pose of camerawith respect to its reference frame

is denoted aR}, C*. By the definition of the reference frame we ha&¥¢ = I and

Ck = 0 for each camera

Considering that each moving camera changes its pose over time but not the scale of its
camera-local coordinate frame with respect to its reference frame, the relation between
the coordinate frame of each camera 0,..., N at time stepc = 1,..., K and its
reference frame is given by the Euclidean transformation

RF Ck
k ) )
i = <0T 1)

or, in short, byT* = [RF | C}].

In section4.1 we identified the similarity transformatioAT; relating the coordinate
frames of slave cameiaand master camefa Because this relation is fixed over time,
we can relate the coordinate frames of cameras at each point of tim€lyias visible

in fig. 4.5.

Hence, we get for each time stép= 1, ..., K and each slave cameia=1,..., N
the following equality constraint:

which can be expressed as:

R CP) (ANARF CF\ _ (ANARE CF) (RE CF
0T 1 0T 1)\ o 1)\oT 1 -1

the one used for our approach. Hence, a multi-camera rig is colloquially interpreted as a hand-eye
device consisting of “eyes” only.
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From eq. 4.1) we get the following constraints for the rig parameters:

REAR; = AR;RY (4.2)
REAC; + CF = ANAR;CF + AC; (4.3)

Apart from the scalea\)\;, this is identical to the equations that have to be solved in
hand-eye calibration approaches asHibp5).

4.2.1. Motion Models

Throughout this work we will distinguish applications where the rig motion is purely
translational without notable rotation from applications where general motion contain-
ing rotation and translation is performed. As it will be pointed out, the rig calibration
problem has to be treated differently depending on the type of motion. We define two
different motion models as follows:

General Motion Model Assuming general motion we ha® # 1 at each time
stepk =1, ..., K for each camera=0,..., V.

Purely Translational Motion Model A purely translating rig is modeled by as-
sumingR¥ = I for each time step = 1,..., K and camera=0,..., N.

We develop different calibration approaches for both models. For practical applica-
tions the appropriate model has to be chosen. In seétthe performance of both
motion models will be evaluated under different amounts of rig rotation, and a method
for model selection will be given.

4.2.2. Scale Models

As mentioned in sectioB.5, due to error accumulation during pose estimation the
reconstructed poses are afflicted with a time-dependent scale error. In the general rig
parameters model we assume the scalebetween the reference coordinate frame of
each slave cameriaand the master camera reference coordinate frame to be constant.
Another setting where time-dependent scales occur is given when the pose estimation
method is reinitialized at certain steps of time, e.g. if the pose estimation lost track of
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all 3d points. To consider strong scale deviations over time or redefinition of the scale
at certain time steps we will distinguish two different scale models:

Time-Fixed Scale Model The general scale model assumes the séaleto be
constant over time. The transformation of the camera frame of slave caitera
time stepk to the master camera frame is given by a time-independent similarity
transformatiorfANAR; | AC;].

Time-Dependent Scale Model To model conditions where the scale is known to
change significantly over time we assume the scale to be locally constant during
n intervals of time. We define eme setgiven by a partition of{1,..., K}
into subsetsCM, ..., K™, At each time stegc € K", v = 1,...,n, the
transformation of the camera frame of slave caméoghe master camera frame
is given by a similarity transformatio[m)\g”)ARi | AC;]. Hence the number of
rig parameters is increased hy- 1 with respect to the time-fixed scale model.
The time-fixed model can be interpreted as a special case of the time-dependent
scale model witm = 1 andK® = {1,..., K}. The worst case scenario is
given byn = K andK™) = {v} for eachv = 1,...,n where the internal scale
is considered to be arbitrary for any frarhe

For any given practical application the appropriate model has to be chosen. In section
5.3 the performance of time-fixed and time-dependent scale model will be evaluated
under different scale deviations over time, and a method for model selection will be

given.

4.3. Calibration of Rig Parameters

The general rig calibration algorithm proceeds as shown in4i§. First the intrin-

sic parameters of each camera are calibrated individually by common techniques as
described in sectioB.4. The remaining task aig calibration is now defined by com-
puting the parameters of the rigid coupling, i.e. the relative pasés AR;, and
scalesA); of each slave camera with respect to the master camera, using a set of
time-corresponding poses of all cameras from the moving rig. While we outlined the
generic pose constraints in the previous section we will now specify the model for
practical purposes.

To acquire time-corresponding poses of the cameras according to the camera-local
pose model described above we use a sequenkeiofages of each camera captured
synchronouslyduring an arbitrary motion of the rig. We use tracking methods based
on feature points to receive estimates for the p&ge€’? of each camera=0,..., N
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with respect to its initial pose at time st@pfor each time stege = 1,..., K as
described in sectio8.5.

Resulting from the pose estimation method used we receive for each camera
0,...,N for each time steg = 0,..., K an estimated orientatioR} and position
Ck with initial poseRY = I, C? = 0 and||CY|| = 1. We will continue to use an upper
index to denote time and a lower index to denote the camera index Whefers to
the master camera.

Camera 0 Camera M
Intrinsic Calibration Intrinsic Calikhration
Fose Estimation Fose Estimation

%[ Rig Calibration

|
v !

Fotation Estimation (LLE) ] Fosition Estimation (LLS) ]

| |
7

Honlinear Refinement ]

Figure 4.6.Flowchart of the general rig calibration algorithm. First, each camera’s in-
trinsic parameters are calibrated separately. Second, time-corresponding
poses are computed for each camera. Third, decoupled linear rig calibra-
tion is performed (internal rotations first, then internal positions). Finally,
combined non-linear refinement of all parameters is performed.

To register the coordinate frames of the slave cameras with the master camera we need
to solve eq. 4.1) for all given time steps. As stated above, ef}1 decomposes into

two different sets of equations, resembling the main equation for hand-eye calibration
[HD95]: Equation @.2) regarding only orientations and ed.§) combining orienta-

tions, positions, and scales. For the cas&’dime steps to solve two different sets of

K equations for each slave camera.
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According toHoraud [HD99], two different approaches are possible to estimate the
parameters for each slave cameeal..., N:

Decoupled estimation approach  Estimate both constraints subsequently:

1. First the linear constraintgl(2) are solved for the optimal internal orienta-
tion AR;.

2. Afterwards the equation&t(3 are solved for internal positioAC; and
scaleA\; using the results of the previous estimation foR;.

This way, after solving the first constraint for rotations, the second constraint
(4.3 becomes linear in position and scale. The advantage of this approach is the
fact that there are only linear problems to solve.

Combined estimation approach  OrientationAR;, position AC; and scaleA);
are estimated simultaneously by combining both constraints. Note that the con-
straints 4.3 are non-linear in contrast to the first approach.

In the following part of this section we describe the decoupled estimation approach,
which leads to linear least squares problems similar to the ones treatdadrinyd et

al. for hand-eye calibratiorHD95]. Both the time-fixed and the time-dependent scale
model will be considered.

In sectiord.4we describe the non-linear combined estimation approach which will be
used to refine the solution of the linear least squares approach - it will be pointed out
that combined estimation leads to better results than decoupled estimated as noticed
by Horaud [HD95).

In section4.5 we will modify the linear least squares method to handle also the ill-
conditioned case of purely translating rig motions.

In section4.6 the developed methods are summarized and different applications are
considered.

4.3.1. Estimation of Internal Rotations

First we will consider the decoupled estimation of the internal orientation and deter-
mine the best numerical representation for orientations in this context. For a detailed
discussion of different rotation representations refer to appeh@x
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Estimation of rotations using rotation matrices

Considering orientation &sx 3 rotation matrices, the internal orientatidr?; for each
slave camera = 1,..., N can be estimated from eg4.9) by solving the following
linear constraint:

REAR; = AR;RY (4.4)

3 3

With (REAR:),.0 = Y (R)ue(AR;)e, and (AR RF),., = 3 (AR:),u(RY)e, for
/=1 /=1

each matrix indexu,v = 1,...,3 we get a linear equation system consisting of

unknowns and N K single equations:

w

3
> (RO ue(AR) e — Y (R (AR:) e =0 (4.5)
=1

/=1
foreachu,v=1,...,3andk=1,...,K,i=1,..., N.

In the literature regarding rotation estimation it appears as a well-known fact that rep-
resenting rotations by x 3 rotation matrices leads to numerically instable solutions in
the presence of noise. Furthermore, rotation matrices are highly redundant containing
9 parameters while each rotation in 3d space has ®digrees of freedom i.e. for ex-
ample its Euler angles describing the amount of 3d rotation around the axes of a fixed
coordinate system. We will investigate a more appropriate representation for rotations
in the following paragraph.

Estimation of rotations using quaternions

There has been extensive work on solving orientation equations of the given form.
Early solutions represent rotations by 3-rotation matrices, or alternativelyvectors,
resulting in the linear problem formulation as in ed4.2j. These approaches tend to

be error-prone and, moreover, suffer from ensuring the orthogonality of the resulting
matrices. The normalization needed to produce a numerically correct rotation matrix
by orthogonalization methods such as Gram-Schmidt is computionally very expensive
and introduces unnecessary opportunities for errors to propagate as statediam by

in [Hor87. Seminal contributions such a€K91] or [HD95] represent rotations by

unit quaternions which can be expressed-agctors of unit length in terms of linear
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algebra. In these approaches the number of parameters is reducestérdrand the

unit length constraint is far more simple to maintain than the assurance of orthonor-
mality of rotation matrices.

In order to reduce the number of parameters for estimation of internal rotation, and to
increase the stability of the estimation it has hence proved most appropriate to use unit
guaternions as a representation for rotations instead of rotation matrices. For a detailed
description of quaternions representing rotations see app@nglior [FW04).

In the following, a solution to the rotation estimation problem is given using quater-
nions. It is similar to the method described Hyraud and Dornaika [HD95], which
estimates the rotation between corresponding rotation axes using the solution for ab-
solute orientation proposed Born [Hor87], but our approach considers the rotation
amount also, as proposed Byai and Lenz [TL89], to enhance stability:

We will represent the orientation of master cameind slave cameraat each time
stepk by unit quaternionsg, ¥ and the internal rotation of slave caménay a unit
quaternionAq; instead of using rotation matric&g, R, AR,;.

)

Equation 4.2) is reformulated as an equality of quaternion products:

qS -Aq; = Aq; - Q§ (4.6)

Interpreting quaternions in terms of linear algebra, dp) (ives the following linear
equations foreach=1, ..., K:

(Tqs — Tie)Ag; =0 (4.7)

whereT,, T, define the left and right quaternion multiplication wigh= (g, =, y, )T
defined within linear algebra by the matrices:

qg —T —-Yy —z q —T -y —=Z
T,=|" % 7 Y| ad T=|" ¢ = 7Y (4.8)
Yy z q —x y —= dq T
< Yy X q <Yy —xr (g

Hence, we get from eq4(7) the following system of linear equations for eath; =
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(Aq;, Ax;, Ay;, Az;)T ateach time step = 1,. .., K, subject to| Ag;|| = 1:

@ —aqy —xg oy —ys oyl —zh+ 2y Ag; 0
o — x4 — 4~ -2 Yo+ uE Az; | _ |0
v~y s A @y —af g —al Ay [ |0 (4.9)
=2 -y -y wg g —qf Az 0
) ::VAQC ’

The equation system consists4équations per pose correspondence and slave cam-
era and4 unknowns for each slave camera resultingtii X equations versugN
unknowns. Apparently one pair of corresponding poses for each camera already suf-
fices to estimate the internal rotation parameters by solving the arising linear equations
systems 4.9) assuming that there is no noise present on the input data. From the re-
sulting quaterniong\q; one can compute the corresponding rotation matricRs as
described in appendiiA.3. Note that this method considers the vector parts of the
input quaternionsy’, ¥ which correspond to the rotation axes of the rig motion, as
well as the scalar quaternion part which corresponds to the amount of rotation whereas
similar methods such &forn’s approach consider only the rotation axes.

Condition of rotation equations

In real applications, the input rotations are afflicted with noise including e.g. errors
from the feature detector, matching errors and pose estimation errors. In the pres-
ence of noise A generally has full rank even if the actual problem instance is ill-
conditioned.
We will consider the condition of the problem first by analyzing the impact of errors
on the input data to the solution. Assuming that the measured corresponding rotations
qt, ¥ are related to the true rotations by a certain error in orientation, the solépn
of the noise-afflicted equation system shall be expressed by distorting the true solution
Aq; by an error rotatiom\e such thatAq, = Ae - Aq,. Equation 4.6) can then be
formulated as:

Ae*-df - Ae = Aq; -4} - Aq;

which can be reformulated using quaternion properties from appéndias:
RAefo = Rag,Ti

wheret, t; are the rotation axes of the measured rotationskang R, are rotation
matrices corresponding to the unit quaternidis Aq;. It appears thaf\e is related
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to the amount of rotation between the distorted rotation axes. Since for rotafjpns

g% close to zero-rotation the rotation axes can be distorted almost arbitrarily even by
small orientation errors, the problem must be considered as ill-posed when the rig
motion does not include sufficient orientation change.

From a closer examination of eq4.9) we see that\¥ tends to degenerate for small
rig rotation amounts. Consider that the rig is purely translating at one time: step

we haveR} = RF = I or alternativelyqt = qf = (1,0,0,0)". In this case, we have

A¥ = 0 and eq. 4.9 cannot be solved. In the presence of noise we find that small
rig rotations within the scale of the orientation error will also lead to degenerated
linear equation systems. A detailed investigation of the degenerate case of purely
translating motion is presented in sect®. For the case of general motion we will
reject motions where the rotatiof§ or R} have a rotation amount below a certain
thresholdoy,,s10q depending on the expected errors of the input rotations. This will
also be explored in sectigh5, where we will compare the general motion and purely
translational motion model.

Solving rotation equations

In the following, a potentially closed-form solution for the internal rotation constraints
in the least squares sense will be developed, and instructions for practical solution
using a singular value decomposition will be given.

In the presence of noise on the input data the system of linear equadi@nsv(ll

not hold in general. Instead of solving the linear equations directly, the linear least
squares problem corresponding to ef.7 as described in sectidh6.2is solved for

a number ofK’ > 1 corresponding input poses, i.e. we have to minimize the squared
error function:

K
Zor(Ag;) = kZIHAquiHQ
K
= Z(Aquz‘)T(Aquz‘)

k=1

;( T
~ 3 AqTATAAG (@10
k=1

K
.
= Aq] (> _AF ANAq
k=1
=A;
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subject to||q,|| = 1 for each slave cameia= 1, ..., N where each\; is a symmetric
4 x 4 matrix. To assure unit length of solutiodsy; there is an additional constraint
Aq]Aq; = 1foreachi=1,...,N.

We can solve thigonstrained minimization problemsing Lagrangian multipliers as
e.g. done byeng et al. [WHA93, p.70] (see appendi.5 for a detailed explanation).
This leads to introducing an unknown scalat4 0, the Lagrangian multiplier and
determining the constrained minimumg , as the minimum of the error function:

o (Aq;) = quTAiAqi + A1 — qu'TAQi)

rot

with respect taAq,. Hence, for the constrained minimufxy; of ¢ _, holds:

k
rot

%(A ) = 2A;Aq; — 2A\Aq; = 0
aAq/L q - 7 q’L ql—

and the solution can be obtained in closed form as a unit eigenvectorastociated
with the smallest eigenvalue:

Therefore, each solutioAq; can be obtained from eq.4.l1) by computing a unit
eigenvector ofA; associated with the smallest positive eigenvalue. There are closed-
form solutions for computing the eigenvalues and eigenvectord gfamatrix which
demand to solve a fourth-order polynomial equation arising from the eigenvalue prob-
lem, such as the quartic identity originally developedHayrari in the 16th centurs
Nevertheless, while formally a closed-form solution, it is numerical instable and far too
complex to allow an analysis of error propagation. Hence, most implementors prefer
iterative eigenvector decomposition methods over the solution in purely closed-form
[MB99]. In our implementation a singular value decomposition of eAg¢ls used to
compute the eigenvectorsq; as described in appendix 1.

Absolute orientation approach for rotation estimation

In this section we will briefly address the approach for rotation estimation proposed by
Horaud and Dornaika [HD95] by which our approach was inspired. Their approach

2Published by the famous Italian polymaffirolamo Cardano along with his seminal closed-form
solution for solving general third-order polynomials in his wéfes Magna” (1545) as cited in
[Hor87].
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reduces the rotation estimation problem toadsolute orientation problemegarding

only rotation. This problem is defined accordingHaralick and Shapiro by finding

“the rotation by which one or more camera reference frames can be made to corre-
spond to a world reference frame, computed on the basis of corresponding 3d points”
[HS93. More simple, the problem is to find the rotation that relates two sets of rays
measured in different camera coordinate frames to each other. The de facto standard
approach to solve the absolute orientation problem has been propogddripyn

closed form Hor87.

First we will reformulate the problem such that an absolute orientation problem is
obtained, therHorn’s solution will be outlined briefly.

It is a well-known fact from work on hand-eye calibration (qMO99]) that eq. 4.4
is equivalent to a constraint depending only on the rotation axes of the rig motion:

rh = AR;r? (4.12)

whererk andr® are the rotation axes of unit length corresponding to the rig rotations
R} andR?F.

Proof: We can transform eq4(4) into eq. @.12 as follows: We know that a rotation
matrixR possesses the eigenvalueith the rotation axis being the unique unit length
eigenvector corresponding tgi.e.:r = Rr. Hence we get from eq4(4):

& REAR;r* = ARRMF

& RE(ARF) = ARpr?
@I‘g = ARZI"QC

The last row follows becaus&R;r¥ appears as a unit length eigenvectoRgfrelated
to the eigenvalué which is uniquely defined by its rotation axis

Representing the rotationSR,; by quaterniong\q; as motivated above, we have the
following constraints for slave cameia

r’g = Aq; - rquZ‘ (4.13)

foreachtimestep =1,... , K.
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Hence, the problem of estimating the internal orientation of each slave camera reduces
to finding the best fitting rotation between a set of corresponding vectors. This can
be done efficiently byHorn’s closed-form solutionHior87], which leads to solving an
eigenvalue problem of &x 4 matrix very similar to the one encountered in e} 10).

A detailed description of this method can be found in appeAdix

Nevertheless, reducing the rotation estimation problem to an absolute orientation prob-
lem yields the disadvantage that only the rotation axes are considered while the rota-
tion amounts are ignored. A&ang et al. noticed in Wan97 an additional constraint

on the rotation angle yields a slight advancement of the estimation in the presence of
measurement errors on the rotation amount. Therefore, rotation is estimated by our
approach described in the previous section wHiben’s method will be revisited later

for rotation estimation in the case of a purely translating rig.

4.3.2. Estimation of Internal Positions

In the previous section we presented a linear method for estimating the internal rota-
tions in the decoupled approach. Now we use the estimated internal rotations to give
a system of linear equations that can be solved for internal positions and scales. First,
we consider the general time-fixed scale model for convenience.

Once the internal orientationsSR; are knows, the internal position&C; and scales

A); of each slave camera= 1,..., N in the rig can be computed from eg4.8)
giving the linear constraints:

foreachtimestep =1,..., K.
From eq. 4.14) we get the following system of linear equations:
AC;
_ Rk Ok iy — Ck
i amey (3y) - o 419
foreachtimestegp =1,... , K.

3Throughout this section the rotation matrix and quaternion representations for rotations will be used
interchangeably. See apfs.3 for the conversion between both representations.
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The equation systend (14 consists o3 equations per pose correspondence and slave
camera and unknowns for each slave camera resulting MK equations versusNV
unknowns. Hence at least = 2 corresponding pose pairs for each slave camera are
necessary for a unique solution, which requires two independent motions of the rig.

Note that the estimated position is measured within the master camera reference frame.
In order to achieve metric calibration consistent with the real world’s metric one has to
determine the scalg,,,;,q between the world coordinate frame and the master camera
reference frame also.

To do so, it is unavoidable to use a calibration object of known geometry and size
for the image sequence recorded by the master camera. If we are able to determine
the length of some vectors in views of the master camera with sufficient accuracy
according to the world’s metric, we are able to deduce the scale;.

Condition of position equations

First note that the system of linear equatiodslp is degenerate when there is no
significant rotatiorR} of the rig present for some time stejor if there is no translation

Ck of the slave camera. The latter occurs only when there has been no motion at all
or if the rig has been rotated around the slave camera center. This case will not be
investigated. The first case is referred topasely translational motion We will
consider it in sectiort.5. For the case of an arbitrarily moving rig we will reject
motions where the rotation amoumj is below a certain thresholg,,.....q as stated

for rotation estimation.

Second, since rotation estimation is performed separately, estimation erfors afe
transferred to position and scale estimation.

Finally, solving the equation system for position and scale by a linear least squares
approach in the presence of measurement errors on the input poses does not impose
bounds oMAC; andA\; explicitly. Strategies for further constraining)\; to counter
deviations of the estimates are given in the next section.
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Solving position equations

In the presence of noise we consider the linear least squares problem corresponding to
eg. @.7) as described in sectidh6.2 i.e. we minimize the squared error function

B! cl

- N6
e an =3t (A7) ctr =i | [(R5) - 5 |1 @
g i
for each slave camefia= 1, ..., N using singular value decomposition as described

in appendixA.1.

Estimation with time-dependent scales

Finally, the linear least squares estimation of internal positions and scales is extended
from the time-fixed to the time-dependent scale model, i.e. we assume that for each
i-th cameran individual internal scale$&>\§”) with v = 1,... n are defined, each

valid for a subset of equationd.@4) with k € K whereX() ... K™ is a partition

of time stepd1, ..., K} as defined in sectio4.2.2

Hence, the equation system stated above is generalized to:

(I—REYAC; + AR,CFANY = ¢k (4.17)

wherer denotes the respective time set withe ) for eachk = 1,..., K. Note

that we havel +n unknowns for each slave camera resulting MA equations versus

(3 4+ n)N unknowns. Since < K even for the worst case of maximal number of un-
knowns,K = 2 single movements of the rig suffice to yield an non-underconstrained
equation system.

4.3.3. Separate Estimation of Internal Scales

As we have seen, eq.4.Q) provides constraints on the internal positioh§’; and
scalesA)\; of each camera in the rig after estimating the internal orientatibRs
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In the previous section we solved the resulting linear equations system.&§) for
internal positions and scales simultaneously. As stated indetp)( internal positions
and scales are theoretically unbounded, leading to potentially severe estimation errors
in the presence of noise on the measured corresponding poses. Nevertheless, there
are further constraints on the internal scale, depending only on the measured poses,
that have to be investigated in order to constrain the internal scale appropriately. The
following constraint holds for each slave camera 1,..., N at each time step =
1,.... K:

ANCETYE = CETyk (4.18)

whereCE, CF are the positions of the master and slave camera measured in their re-
spective local coordinate frand®, andrf, ¥ are the rotation axes of master and slave
rotationsRf, RY.

Proof: Assume that the positiorts,, C; and orientation®,, R; of master and slave
camera measured in their respective local coordinate frames are given for a certain
point of time. We will omit the superscrigt for the sake of legibility. The rig pa-
rameters for the slave camera are giverwy;, AR; and scaleA);. Equation 4.3)
provides the following constraint:

(Ro — DAC; + Co = ANARAC, (4.19)

From eq. 4.12 we obtain the following constraint for the rotation axgs-; of master
and slave rotationB, Ry:

I'op = ARirl (420)

Also, it can be verified easily that the vectd®, — I)AC; is perpendicular to the
rotation axisr, of the master camera:

(RO - I)AC;I—I'O = R()AC;I—I'O - AC;FI'O
= AC;I— Roro —AC;rro =0 (421)
~~

=rQ
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Therefore, we now have:

= ( A/\ZARZCZ )T(ARiri)
—_——— ——
:(Ro—I)ACi-‘rCO =ro
(4.197;4.20) ((RO . I)ACZ + CO)TI_O (4.22)
= (R,() - I)AC;I—I'O —|—CE)I-I'0
=0

T
CO 1“0

(4.21)

Given measured poses at time sfgpthe scaleA)\’ computed from eq. 418 by

k CkTrk . .
AN = CH is a property of measurements only; hence, each auchcan be in-
AES A

terpretedlasz measurement for internal scad time stepk. To distinguish measured
scales from estimated scales the former will be denoted simply*bg the follow-

ing.

Condition of scale equations

Equation 4.18 degenerates for motioriaswhereCfTrf approaches zero. This situ-

ation occurs for motions where a slave camera translates mainly perpendicular to its
rotation axis, or if there is either no significant translation or rotation of the respective
slave camera noticeable. To prevent degeneracy, such motions have to be rejected for
scale estimation. ICfTrf evaluates below a certain thresholg, ..n..q, @ motion is
considered as degenerate. We will find that a good threshélgl.is...q = 3¢, where

e denotes the absolute error expected on either scalar proglct, C* ' r*.

Remark: Denote both scalar products as = C&'t%, s; = CK'r* for simplicity.
Suppose that botk, ands; have an error of magnitude> 0. The worst-case absolute
error for \f = ¢ is given bye, = A\ — \F = 2£¢ _ 0 By determining a relative

Ss;—e

error factor, > 0 such that the absolute error ofi is bounded byL\* we get the
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following constraint:

_ So+€ _ so

Ex = < 50
TE —ig %0 S0
& o < (L+D)2 (4.23)
& 508 T sie < (L + 1)(8081‘ — 806)
S s, > sl Lil,

With L = 0.5, we haved;,,..shaqa = 3¢, Wheree is appropriately considered to be
within the range ofl0—3.

The measured scal is in general very sensitive to noise on the measured poses since

it is computed as a ratio of measurements afflicted with independent errors.

In the time-fixed scale model a linear least squares approach can be used over all
measured scale¥, ..., \X, since the rig scalé\)\; is assumed to be constant. For

the time-dependent scale model we assuna#fferent scales for different subsets of
{1,..., K}. Asfor the time-fixed scale model the rig scme§”> for each time seC")

can be estimated by a linear squares approach with respect to the measured scales from
K®). In the worst case, namely = K, eachAAE"”) is identified with the measured
scale\! without potential optimization.

Solving scale equations

Given K noise-afflicted motions of the righ); is estimated for each slave camera
i = 1,..., N in the time-fixed scale model from eg4.18 by minimizing the error
betweenA\;CH 'k and Ck'rk in the least squares sense, which leads to minimizing
the squared error function:

K
2 e (AN) = ST (CETFAN — CETib)? = (aTAN — b)? (4.24)

scale
k=1

for each slave camerawherea, b € R¥ are given by, := C¥'t% andby, := Ck ' 1
foreachk = 1,..., K. The linear least squares estimator as definei6rRis given
in closed form by:
< a'b
a’a

To estimate each internal scaléxg”) for thev-th time setC®) C {1,..., K}, the least
squares estimator regards measurements forC*) only. For time sets of siz&, no
optimization is possible.
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Recapitulating, we have proposed a solution for the internal scales depending on the
measured camera poses both for the time-dependent and time-fixed scale mode. So-
lutions from this approach are considered as measurements of the internal scale and
will be integrated into the following non-linear refinement of all rig parameters as a
constraint on the respective parameters.

4.4. Non-Linear Refinement of Rig Parameters

In the previous section the estimation was performed by solving systems of linear
equations first for internal rotation and afterwards for internal position and scale. It
is obvious that errors in the estimation of internal rotation will impact the estimation
of the internal translation and scale. Moreover, we pointed out that there is additional
knowledge about measurements of the internal scales accessible which can be used to
impose further constraints on the rig parameters.

Horaud suggests inHID95] on the topic of hand-eye calibration that all parameters
should be estimated simultaneously from e4.6( and eq. 4.14 by combining the
error functionals eq.4.10 (rotation) and eq.4.16) (position and scale) while noticing

that there has been found no closed-form solution of this non-linear problem yet.
While for the decoupled linear rotation estimation the unit length constaint|| =

1 for each internal rotation quaternion is maintained implicitly, it has to be added
explicitly for non-linear refinement. A common technique to add such constraints is to
add a penalty term fdfAq;|| deviating froml to the error functional.

The non-linear error functional reads therefore:

ONL(Adi, AC;, AN) = @7 (Aqs) + 62, (Aqs, AC;, AN;) + & (|Agy]] — 1)
K

= b - Aq; — Ag; - gf||? +
k=1

K
> IR = DAC; + ANAq; - CF - Ag; — Cj|]> +

k=1
&1(Ag] Agq; — 1)?
(4.26)

where¢; defines a considerably large weight on the penalty term enforcing unit length
for each internal rotation quaternion. It is setto= 2-10° as suggested itHD95].

This error functional has the form of a sum of squares of non-linear functions and is
considered as a classical non-linear least squares problem (see 8egtBhnin our
implementation the problem is solved using a Levenberg-Marquardt non-linear opti-
mization method as described IRFTW8§. The optimization method starts with the
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solutionsAq?, ACY, A)? obtained from the linear least squares method, refining the
solution iteratively. Note that the estimated rotation may be inferior than solutions
from decoupled rotation estimation since it is additionally afflicted with position mea-
surement errors. Nevertheless, since the error functional depends on all rig parameters
at the same time, it is suggested that in general the minimization converges to a better
solution. We will evaluate the performance of the refinement in seétibn

Additional scale measurement constraints

In section4.3.3we derived further properties of the internal scales. The solutions
A; of the linear least squares problethZ4) can be interpreted as measurements of
the internal scales arising from the measured poses. Uncertainty proportions of the

measurements are given by their standard deviatigns i()\i — \F) where )\t =
k=1

géiﬁ foreachk =1,... K.

The error functional 4.26) is modified in order to constrain the solution to fit the

measured scales considering their respective uncertainties by applying a penalty term

for the additional implicit constrainh \; — \; = 0 weighted each with /o2,

The modified non-linear error functional is then given by:

AN — )2
NSy

2
%

NL(Ads, AC;, AN) = ¢ (Agi, AC;, ANy) (4.27)

This approach is extended straightforwardly for the time-dependent scale model by

adding a term for each internal scale\"’ with respect to the measuremeyt* of
time setC).

4.5. Estimation with a Purely Translating Rig

As stated in sectiond4.3.1and4.3.2 the systems of linear equations for decoupled
estimation of rotation (eq4(7)) and position and scale (edt.19) tend to degenerate

in the absence of significant rotation of the rig. More precisely: When the rig motion
is purely translational, the relative orientatioifsandq? in eq. @.6) are both given

by the quaternion representing zero rotatjorn, 0,0)" and the matrixA* in eq. @.7)
becomes zero. Even when the rotation of the rig is very smdlljs close to zero
and the equation system e4.q) becomes ill-conditioned in the presence of noise.
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This is also visible in eq.4.15 whereB* grows ill-conditioned when the rotatidry;
observed by the master camera is closk to

To consider such motions we introduced the purely translational motion model (PTM)
in sectiord.2.1 To decide if the given motion fits the PTM we are looking at the input
pose orientation®’. Given that all pose orientations are below a certain minimal
rotation thresholdv,,....... we consider the rig to be purely translating. This case has
been referred to gaurely translation motion mod@at opposition to thegeneral motion
modelwhere sufficient rotation is present for each frame. For the general motion model
poses with orientation below,,....; are excluded from estimation. An appropriate
threshold is determined in sectiér2

Obviously the estimation of thAC; is not possible for the case of a purely or almost
entirely translating rig, since pure translation yields no constraints on the relative po-
sitions of the coupled cameras. Motion measured within the camera-local coordinate
frames appears equally for a purely translational motion regardless of where the frames
are located within the world coordinate frame. However, internal orientation and scale
can still be estimated.

Estimation of internal rotations: Assuming that the input rotatiorid? are each
equal tol, eq. @.14) turns into:

AR;ANCEF = CE (4.28)

Hence, the problem of estimating the internal orientation of each slave camera reduces
to finding the best fitting rotation between a set of corresponding vectors, i.e. by
solving anabsolute orientation problemegarding only rotation as defined in section
4.3.1 “Absolute orientation approach for rotation estimation”. Denoting the directions
of the position vectors ag = C¥/||C¥||, eq. @.28 can be reduced to estimateR;
without knowledge abouh \;:

AR;ckF = ¢k (4.29)

In the presence of normally distributed noise, an optimal solution is found by mini-
mizing the squared error function:

rot

K
$2(AR:) = > || AR} — cf||? (4.30)
k=1

This can be solved efficiently according Hvrn’s closed-form solution for absolute
orientation Hor87 which was discussed above (see apperdik for further de-
tails).
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Estimation of internal scales: As noted in sectiod.3.3 the scale estimation from
input poses also fails for a purely or almost entirely translating rig. However, since a
rotation does not change the length of a vector, the skalecan be estimated directly
from eq. @.28 without knowledge abouAR;. For each time step holds:

ANJARCY[| = (IG5l & [ICFI AN = [|CGll (4.31)
Equation ¢.31) provides measuremeni$ = ”gﬁ” of the internal scale for each time

stepk. Similar to scale estimation for the general motion model, the linear least square
estimator for each\ \; in the time-fixed scale model minimizes the squared error func-
tion:

K
Brcate(AN) = D (ICFIAN = |CEII)? = (aTAX; = b)? (4.32)
k=1
and is given in closed-form hgx)\; = Z”I—Z for each slave cameiavherea,b € RX are
given bya;, := ||CF|| andb,, := ||Ch|| for eachk = 1, ..., K. The linear least squares

estimation is generalized to the time-dependent case the same way as suggested for the
general motion model by estimating a solution for each time set respectively.

This gives us a strategy to estimate internal rotations and scales from measured cor-
responding camera poses for the purely translational motion model. We will compare
this approach with the general motion model approach in sebtidfor rig motions

with small amounts of rotation and give a method to select the preferable model.

4.6. Closure

In this chapter we have developed a framework for rig calibration from time-correspond-
ing poses of the coupled cameras. Intrinsic parameters and internal pose parameters
are calibrated separately where standard techniques depending on the specific camera
model are used for the former task. We presented two approaches for internal pose
estimation: A linear approach which estimates rotation and position decoupled, and a
non-linear approach where all parameters are estimated at simultaneously. Non-linear
estimation of internal scales between the rig camera reference frames is further con-
strained by scale estimates computed from corresponding poses.

We stated analytically that both approaches cannot be applied for the purely trans-
lational motion model (PTM), i.e. for rig motions without significant rotation with
respect to the reference pose. A modification of the internal pose calibration approach
for the PTM was given where internal rotations and scales can be recovered while in-
ternal positions are not accessible.
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Finally, modifications of position estimation for general rig motions assuming a time-
dependent scale model (TDS) were given, i.e. considering that the scales between the
rig camera reference frames are not equal for all corresponding poses.

Figure4.7 shows an overview of the internal pose estimation variants for all motion
and scale models. In the next section, an implementation of the approaches will be
evaluated in practical tests considering first synthetic data for stability analysis, then
real applications.

R/,Ci e, R G R!,C/,....R",C*
: : Initial Solution
----- {Rig Parameter Estimation ----- AR; AC; Aby e -3
T : !
| } :
Linear approach Non-linear approach «--:
decoupled] contbined,
|
| }
General motion Purely translational General motion

motion

—

Time-fixed Time-dependent Time-fixed Time-dependent Time-fixed Time-dependent
SC{IIE SCﬂIIﬂ’S scale scales scale scales '

v

AR”AC' ’A}“-’ AR”AC’ ARJ,AKII AR;‘,AC;‘,AK.-‘ AR”AC”

AL(U,...,A%(M Al{_m o .’Al!_(n}

____________________________________________________________________________________________________________

Figure 4.7.0verview of different versions of our rig estimation approach for dedi-
cated problems. The appropriate method instance depends on the selection
of general rig motion model vs. purely translational rig motion model, and
on the proposition of time-fixed internal scal&3; vs. time-dependent in-
ternal scales\\\".

Input are corresponding poses of mastand each slave cameiat cer-

tain time steps = 1,..., K. The leafs correspond to the output values
of the estimation algorithm i.e. internal rotatidfR;, positionsAC; and
time-fixed scale\ \; or alternatively time-dependent scamsg”) for each
slave camera. The non-linear estimation method requires an initial so-
lution which can be computed by the linear least squares method for the
general motion model.
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In this chapter our approach is evaluated in practice using different test cases.

In the following section we will first evaluate the stability of the implementation us-
ing synthetic data. For this purpose, appropriate error models for pose estimation and
rig calibration are introduced. Then we will present different real applications, eval-
uate the quality of the estimated rig parameters, and demonstrate how the proposed
calibration approaches can be applied practically.

5.1. Stability Analysis

In this section the stability of the implemented rig calibration methods against noise on
the input data is evaluated. We use a large sample set of synthetically generated pose
correspondences afflicted with different amounts of error in order to determine the
robustness of the linear least squares calibration method and the non-linear calibration
method with respect to the number of input poses and input error amount. The special
case of purely translational rig motion as described in sedtidwill also be evaluated

by comparing the rig calibration methods for both motion models using synthetic pose
correspondences where the rig is only rotated by very small amounts.

5.1.1. Error Model

To measure the error of the estimated rig parametéts AC; for each slave camera

1 =1,..., N with respect to the real parameters, the following descriptive error model

is used as suggested HID95|: Errors of orientations are measured by the rotation
between expected and measured orientation. For positions, both the orientation error of
the position direction vector and the length error of the position vector are considered
respectively.

The same error model is used to describe the error of time-depending inputfﬁoses

CF, e.g. provided by pose estimation, with respect to the true pase€’ for each
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camera =0,...,N attime stepgt = 1,..., K.
The error model is extended by the internal rig scalg;, and pose-corresponding
scales\t (i.e. “measured scales”).

Rotation orientation error ~ Therotation orientation errore=g measures the error of
an estimated rotatioR. It is defined by the amount of rotation that remains from
a rotation byR and subsequent back-rotation BY. Representing rotations by
unit quaternions, the amount of error rotation is givenshy= 2 arccos(e,)
where(g,, e,,24,2.)"T = q* - q (see appendiA.3).

Position orientation error  Theposition orientation erroec measures the error of
the direction of an estimated position vectorlt is defined by the angle between

C andC which can be computed by = arccos(%).

Distance error Thedistance errore | measures the error of the length of an esti-

mated position vectdf. Itis given relative to the real length by = |LSI=1C1

Cll
in percentage ofC||.

Scale error The scale error,, of an estimated scalav is given relative to the real
scale) by ¢, = |252| in percentage of.

To evaluate the quality of corresponding poses from pose estimation for rig param-
eter estimation we also consider the amount by which the poses violate the rig con-
straints eq.4.2) and eq. 4.3) regarding the real rig parameters. Given estimated time-
corresponding pose}%’g, C’g andf{f, Cf the expected slave pose is computed from the
estimated master pose using the real rig paraméi&s AC;, A)\; as stated below.

The deviations of eq.4(2) and eq. 4.3 from equality, i.e. theonstraint residuaare

used to assess the validity of the estimated corresponding poses with respect to their
value for rig parameter estimation.

Rotation constraint residuum  Given estimated corresponding rotatidfﬁg and
R* the rotation constraint orientation residuurof eq. @.2) is given by the
orientation error on both sides of ed.?) betweerR:AR; and AR, R for each
time stepk =1,..., K.

Position constraint residuum  Given estimated corresponding podds Ck and
RF, Ck the position constraint orientation residuuis given by the orientation
error between both hands of eqt.3), i.e. between vectorBEAC; + Ck and
ANAR,;CF 4+ AC;.

The absolute position constraint residuuis given by the absolute difference
between both equation hanfikk — I)AC; + CE — ANAR,CF.
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Scale constraint residuum  Given estimated corresponding po$ts Cf andR,
C’g the scale constraint erroilis given by the scale error of “measured scales
A¥ computed by eq. 418 with respect to the real scalgs\? between both

camera reference frames attime step 1, ..., K (remember that for the time-

fixed scale moded \! is assumed to be constant for Alldenoted by\);), i.e.
ANE_3F

v

5.1.2. Stability Depending on Pose Error

In the first test case we analyze and compare the stability of the estimation methods
proposed inChapter 4. We do so by applying the methods to a large number of
randomly generated input pose correspondences corrupted by artificial noise. This
procedure is applicable because each single estimation can be performed with very
low time effort.

First, we create random rig parametex®;, AC;, A\; for each slave camera=

1,..., N, i.e. the internal poses and scales of each slave camera with respect to the
master camera.

e EachAC; is uniform randomly chosen from the subspaeé0, 10]°.

e For each rotatiod\R,; a unit vectorr is uniform randomly chosen from the unit
sphere and an angteis uniform randomly selected from the interyalr, ].
The rotation is composed from axignd anglex.

e Each scale\); is uniform randomly chosen from the interyalo1, 1].
Next, we synthetically generate poses from a random motion of the rigofiermes.

e At first, random pose®%, Ck are generated for the master camerfar each
timestept=1,..., K.

o Afterwards, the corresponding pose parameldrsC! for each slave camera
i1 =1,..., N are computed by applying the rig paramet&is;, AC;, A\; to

the master camera poses. The computation of slave poses from master poses and
rig parameters can be derived from e4.2f and eq. 4.3):

R¥ = AR/REAR; (5.1)
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and:

1
k _
Ci AN

foreachtimestep =1,..., K.

AR]((RE —T)AC; + C) (5.2)

In order to simulate the uncertainty of the master and slave poses obtained by previous
pose estimation techniques, all input poses are disturbed by a certain error amount. In
real applications, errors of the input poses occur in errors of orientation and length of
the translation vector, and errors in rotation orientation. We want to analyze the effects
of orientation errors of the input poses on the estimation methods. Therefore errors are
emulated by the following scheme:

For orientation error analysis amientation error levele > 0 is given which defines

the amount of rotation and position orientation error of the poses. Rotdtipasd
positionsC* of each camera at each step of time are disturbed by a random rotation
with an amount ot:

Rf =R, RF
and
Cf = Rer CF

whereR, . defines a rotation around axi®y angles andr#, c¥ are uniform randomly
chosen rotation axes.
The orientation error level will be specified in degree in all studies.

We observe the average of the resulting errorsifSrrandom samples consisting of

K = 4 corresponding poses each with an error levet onging from0° to 3° in
steps of0.1°. From the results we can deduce the stability of both calibration method
against noise on the orientations of the input poses. Irbfithe results for the linear
least squares approach are shown. FiguPeshows the average estimation error for
additional non-linear refinement of the LLS results.

Apparently, for frame-independent, unbiased orientation errors on the input poses the
error of the results is in the same order of size as the input noise and evolves linearly
with the input error. As expected from the theoretical design, the decoupled estimation
method (i.e. the linear least squares estimation) yields a greater estimation error for the
internal positions because the rotation estimation errors are transferred to position es-
timation. The combined non-linear estimation method yields better results for position
and scale estimation while rotation estimation is not significantly improved.
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Figure 5.1.0utput error for linear least squares estimation from synthetically gener-
ated corresponding poses fbcameras and images, depending on orien-
tation error of the input poses. The output error is measured as (a) rotation
orientation error between estimated rotat'mﬁi and real rotatiom\R;,

(b) position orientation error between estimated positldry and ground
truth positionAC;, and (c) distance error of estimated internal position
|AC;| in percent of|AC;]|.
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Figure 5.2.0utput error for non-linear refinement of linear least squares estimates
from synthetically generated corresponding pose& frameras and im-
ages depending on orientation error of the input poses. The initial solution
is computed by the linear least squares method. The output error is mea-
sured as in fig5.1
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5.1.3. Stability Depending on Number of Poses

In the previous section the performance of the proposed estimation methods was inves-
tigated for fixed a number ak = 4 input pose correspondences. Although a solution

for internal rotation and position can be computed from a minimal set With- 2

pose correspondences without noise, in the presence of measurement errors a larger
set is favorable to suppress noise. In this section it will be shown how the perfor-
mance improves in the test case described above when a larger number of input poses
is used.

Test data is generated the same way as described in the previous section. Here the
error level is fixed at = 1° and the number of corresponding input poses from which

the rig parameters are estimated increases ffom- 4 to K = 24. The errors of

the estimation results is estimated as the average fidmandom samples for each

K = 4,...,24 and plotted in fig.5.3 for the linear least squares method and in fig.

5.4 for additional non-linear refinement. For both methods the average rotation and
position orientation error is significantly decreasing with increasing number of poses
used for estimation. Fak greater than abo@) there is no significant improvement
notable for the estimation results.

We have shown that the rig calibration error decreases with increasing number of input
pose correspondences for both the linear and the non-linear calibration method. For
sufficiently large numbers of pose correspondences, the error of the linear least squares
method approaches zero, assuming that the input error is Gaussian distributed. Hence
for large input sets, the linear approach is supposed to deliver results of equal accu-
racy as the non-linear approach. Nevertheless, the non-linear method is preferable for
practical applications, in particular if fewer corresponding poses are available.
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Figure 5.3.0utput error for linear least squares estimation for a stereo rig from syn-
thetically generated corresponding poses with fixed error levet (1°)
depending on the number of input poses ranging faidm24. The output
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5.2. Comparison of General Motion Model and Purely
Translational Motion Model

In order to compare estimation performance for the purely translational motion model
(PTM) and general motion model as defined in secdaghl both approaches are
tested for a large set of synthetically generated corresponding poses as in the previous
test case. Poses are generated with an rotation and postition orientation esyor of
ranging from0° to 3° in steps ofl°. To model mostly translational motion, the maxi-
mal rotationa,,,.,. Of the input poses is fixed, ranging frdihto 25° in steps ofl°. For

each pose estimatiaid = 4 input pose pairs were used. Edctth pose has a rotation
amount ofﬁam degree around a randomly chosen axis. The linear least squares
solution of both the general motion and purely translational motion approaches were
computed forl0° random problem instance for eaah,, ands. Figure5.5compares

the errors of both motion models and illustrates the equal error boundary for both al-
gorithms.

The orientation errors of the estimated internal rotation are shown iB.8Gop) with
respect to input orientation erreland maximal rig rotation,,,.,.. One notices that the
general motion model fails if orientation noise on the input poses is sufficiently large
with respect to absolute rig rotation.

Figure5.5bottom) shows a surface plot of the estimation errors for both models de-
pending on input accuracy and maximal absolute rotation. The line of equal error
for both algorithms indicates a method for model selection. In conditions above the
equal error boundary, the general motion model yields more accurate results than the
PTM. Expecting an orientation error of abdliton input poses we will fix a maximal
absolute rig orientation af,,,...... = 10° to consider a rig as purely translational.
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Figure 5.5..Comparison of linear least squares estimation with general motion model
and purely translational motion model. Top: Output orientation error for
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tion accuracy. Bottom: Equal error boundary for general motion model
(lower error above boundary) and purely translational model (lower error
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5.3. Comparison of Time-Fixed Scale Model and
Time-Dependent Scale Model

In the previous sections we assumed that the error on the input data is constant over
time. Nevertheless, in practical applications where the input poses are obtained by
pose estimation techniques as described in 8€s.the error is often observed to be
biased such that the scale between camera coordinate frame at tinkeastdpefer-

ence frame at time stdpis varying significantly. To consider general time-dependent
internal scales we defined the time-dependent scale model (TDS) in contrast to the
time-fixed scale model in secticgh2.2. In order to evaluate both approaches a simi-

lar test as for motion model comparison was prepared. Synthetically generated input
poses were distorted both by an isotropic scaling and by adding an orientation error
ranging from0° to 3° in steps ofl°. The maximal scale errar,,.sc... With respect to

the first pose was chosen to increase f@nto 100% in steps of5%. For each pose
estimationK = 4 input pose pairs were used. The scale error for datthposition

was set tof?smmcale percent. The linear least squares solutions of both the time-fixed
scale and time-depending scale approaches were computét® foandom problem
instances for each),,...sc.aie @Nde. Figure5.6 compares the errors of both scale models
and illustrates the equal error boundary for both algorithms.

The orientation errors of the estimated internal position are shown i6.8Gop) with
respect to input orientation errerand maximal scale errar,,,.scq.e. The time-fixed

scale model fails for sufficiently large scale deviations of the input positions.

Figure 5.6(bottom) shows a surface plot with marked equal error boundary. In con-
ditions above the equal error boundary, the time-dependent scale model yields more
accurate results than the time-fixed scale model and should be preferred. To assess
internal scale deviation for model selection the scale measurements computed from
input poses as described in secttbB.3can be analyzed.
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5.4. Virtual Scene with Perspective Camera Rig

In the previous test synthetically generated poses were used to evaluate the stability of
our approach. In the following we will apply the calibration method to poses computed
from input images by pose estimation techniques as described in sB&idife start

with an application using rendered images of a virtual scene. We use a VRML model
of a scene with an OpenGL based rendering framework for image creation.

The performance of our approach should be tested with input poses that are computed
from synthetic image input sequences using the pose estimation technique discussed
in section3.5. The estimated rig parameters will be compared against available ground
truth data, i.e. information about the true camera poses for each image. This test case
gives a good approximation of the performance of the rig calibration technique and
provides absolute information about input poses and rig parameters against which the
solutions from pose estimation and rig parameter estimation can be evaluated.

Figure 5.7.Virtual scene application (left: rig model, right: image of virtual scene
model).

We use a virtual 3d scene with an architectural model and create synthetic image se-
guences from a moving rig by rendering techniques. An image of the scene is shown
in fig. 5.7(right). The rig model used consists Dperspective cameras each with an
aperture angle 060° as shown in fig.5.7(left). The internal rig poses are given by
internal positiomMAC; = (—1,1,3)T and internal orientationg; = (*2,0, %2, 0), i.e.

the slave camera is rotated around the master cameexis by an amount ¢f0°. The

length of the virtual rig joint, thénternal rig distanceis given by||AC;|| ~ 3.3166.

A general motion of the rig through the scene is performed and sequences consist-
ing of K = 468 images are captured synchronously for each camera hence we have
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through the virtual scene are visualized in fig.8. For each image/ the pose of
camera; with respect to world coordinate system is known. It will be denoted as
T [RF.,..|CF in the following. From camera poses in the world coordi-

iworld — 1 world! 1 world]

nate system, ground truth poses in the camera-local coordinate frame with respect to
the initial positionT? ,, can be computed &b} = (T, ;) ' T% This was

1 world 1 world”

illustrated by the global reference pose model in secti@n

Y, Estimated rig motion (top view)
1t
0.5+
0 L
-05¢
At
—— master motion
A5 — slave motion
EE expected slave
motion
-2 : : . - >
-1 0 1 2 3 X

Figure 5.8.Top-down view of a 3d plot of measured master camera motion (left solid
line), expected slave camera motion (right dashed line) and measured slave
camera motion (right solid line) within the master camera reference frame.

The pose estimation method described in sec8dnis first applied to each image
sequence individually. The estimated poses of each caimerf), 1} in each image

JF are denoted a&* = [R¥ | C¥]. The reference system for each camera is chosen
such that the initial pose €9 = [I | 0]. As mentioned above, the estimated poses
are scaled for each reconstruction such that the baseline between the first two poses
is given by||C! — C?|| = 1 resulting in the discussed scale differenk#; between
master and slave camera reference frames. The ground truth internalAsGale
therefore given by the ratio of the baseline lengths:

ICi

-7 I
lworld lworld 1 0
A/\l — . ||C%*C§H — ||C1world — Clworld” (5 3)
Hcoworlzliicgworld” ||C(1)world - C%world”
ICs—Coll

Note also that the scale between the world coordingteoframe and the reconstructed
master coordinate frame is given By\,,..q = e ”CO’Cg” ik i.e. Alporia =

1 0 Oworld  ~Oworld
1/||COworld - COworldH'

First, we analyze the quality of the pose estimation results regarding the error model
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introduced in sectio®.1.1 In fig. 5.9 and fig. 5.1Q the rotation orientation errors

(left column), position orientation errors (middle column), and distance errors (right
column) of individual pose estimation for each camera are plotted for the image se-
guence. Figur®.9 shows the errors for the master camera while sig.Oshows the

slave camera estimation errors. The upper row of each figure shows the pose error
between subsequent frames which is mostly constant throughout the sequences. The
lower row shows the accumulated pose estimation errors with respect to the reference
frame. It appears that although errors between subsequent frames are small, the total
pose errors are increasing over time due to error accumulation. The scale of the recon-
struction with respect to the reference frame of each camera is also mainly increasing
over time.
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Figure 5.9.Error analysis of pose estimation results for the master camera. The upper
row shows rotation orientation error (left), position orientation error (cen-
ter), and scale error (right) between subsequent image frames. The lower
row shows the accumulated errors with respect to the initial image frame.

Furthermore, the impact of individual pose estimation errors on the rig constraints de-
scribed in the main chapter should be investigated. Figukéshows the residua of

the rotation, position, and scale constraints of the rig with respect to the corresponding
estimated poses for each image frameln the left column, the rotation constraint
residuum is shown, i.e. the orientation error between expected and measured slave
pose with respect to the measured master pose and ground truth rig parameters. The
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Figure 5.10.Error analysis of pose estimation results for the slave camera. The up-
per row shows rotation orientation error (left), position orientation error
(center), and scale error (right) between subsequent image frames. The
lower row shows the accumulated errors w.r.t. the initial image frame.

middle column shows the position orientation constraint residuum, i.e. the orientation
error between expected and measured slave position. The residua of both constraints
are increasing significantly over time due to error accumulation of the respective cor-
responding poses. Note that the rig constraint residua correlate with the errors of the
respective individual input poses.

To analyze how the lengths of estimated position vectors of each camera deviate with
respect to each other over time, the ratios between measured master and slave position
length are compared to the ground truth translation ratios for éachhe absolute
difference between both ratios is shown in the right column ofFifjlas:

k 0
”Cl world_clworldH

ICT=CYl _
”Clgworldicgworldl‘ A>\1 / A)\l (54)

ICs—Cal

For the first time ste = 1, the measured ratio equals the ground truth ratio by
definition but it diverges over time.

At last, the scale measurementsdirectly computed from the estimated correspond-
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Figure 5.11.Error analysis of rig constraints between estimated master and slave
poses with respect to ground truth rig parameters. Shows the rotation
constraint residuum as orientation (left), the position constraint residuum
as orientation (center) and the difference between corresponding position
vector lengths (right) for each image frame.

ing poses as described in sectidi3.3are investigated: Figurg.1left) shows the
measured scales for each image related to the ground truth internal/staleAs
expected, the measured scales degenerate at certain points of time, i.e. where rig trans-
lation is mostly perpendicular to the rotation axis. In sectddh3 we suggested to
invalidate measured scales for motions wh@fér’f is below a determined threshold
Sthreshold- BY €h00SINGiresnoia = 3 - 1072 as motivated in eq.4(23 the most de-
generate motions, marked with a dashed line in BglZleft), are rejected. Figure
5.12right) shows the respective scalar products rx andC* ' +# for both cameras at

each time step. The validity threshold is indicated by the dashed line.

The calibration results are compared with ground truth data in fah. Using all
corresponding poses for rig-calibration according to the general motion model and
time-fixed scale model we get an internal rotatior3®®8253° around axig—0.0017,
0.9999,0.0038)T and internal position vectaf—0.994,1.028, 3.048)" for the linear

least squares approach, and an internal rotatioB0&f703° around axis(—0.0014,
0.9999,0.0033)T and internal position vectof—0.987,1.019,3.021)T for the non-

linear approach using the LLS result as start value. The rotation orientation error with
respect to ground truth internal rotation is given0o3g803° for the LLS solution (LLS)
and0.3171° for the non-linear solution (NL). The position orientation errop.k297°

(LLS) and0.3889° (NL) while the distance error i5.5269% (LLS) and0.6488% (NL)

as percentage of the ground truth distance. Another way to access the accuracy of our
calibration results is to consider the residual errors associated with the non-linear error
functional¢?,, from eq. @.26). The total residual error of solutiohR;, ACy, A\,

for all K image frames is computed to B& , (AR, ACy, A);) = 0.0975595 which

is quite low.
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Figure 5.12.Analysis of measured scales computed from corresponding estimated
master and slave poses. The left image shows the scales for each image
frame, i.e. the ratio between scalar products of rotation axis and position
vector of master and slave camera. The right image shows the respective
scalar products for each camera. Scales computed from scalar products
below d,,.snoiq @re rejected as indicated by dashed lines. The horizontal
line denotes the average of valid values.

A(h AC1 HAC1H
GT (0.7071,0,0.7071,0) (—1,1,3) 3.3166
LLS (—0.706,0.001, —0.708, —0.003) | (—0.994,1.028,3.048) | 3.3673
NL (—0.706,0.001, —0.707, —0.002) | (—0.987,1.019,3.021) | 3.3381

LLS err. 0.3803° 0.4297° 1.5269%

NL err. 0.3171° 0.3889° 0.6488%

Table 5.1..Comparison of calibration results using our linear least squares method
(LLS) and non-linear refinement (NL) vs. ground truth data (GT).

The estimation results are in accord with the accuracy predicted by the synthetical
experiments in sectiob.1.2with respect to the noticed accuracy of the input poses
provided by image-based pose estimation. Note that the non-linear estimation method
shows a slight advantage with respect to the linear least squares method. Concluding
we notice that the results are appropriate to use the calibrated rig for structure from
motion approache$-KKO04, Boe07.
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5.5. Calibration of Stereo Rig from Overlapping
Views

In the following test case the performance of our approach is compared against stan-
dard techniques for stereo rig calibration from overlapping views. We use a stereo rig
as shown in fig5.13 The physical setup consists of two CCD cameras mounted onto
a movable stand at a distance of approximateélycm with a relative yaw angle of
about15°.

Figure 5.13.1llustration of stereo rig calibration. The stereo rig model consists of two
perspective cameras with overlapping fields of view.

The rig calibration is computed using Bouguet’s camera calibration toolbox from
[BouO7 and (ii) by our approach. A description of (i) is given and both calibration
results will be presented in the following.

First the rig is calibrated usinBouguet’s camera calibration toolbox from™* = 24
image pairs showing a calibration pattern with known geometry from different posi-
tions. This approach is similar to the intrinsic camera calibration approach described in
section3.4.1 The corners of the calibration pattern are extracted from the images us-
ing Harris’ corner detectorfiS89 and identified with corresponding 3d points within
the same calibration reference frag¥¢'. Both the intrinsic camera parameters and
corresponding external pose transformati@ii for each image frame =1,..., K*

of each camera € {0, 1} with respect ta’** are computed by a linear least squares
approach and refined using non-linear optimization as describ8adlih The inter-
mediate rig transformatioAT;} between master and slave camera is then computed as
the average frontT;*)~'T;* over all frames: as motivated for the global reference
pose model in sectiofh.2 Figure5.14left) shows differentimages of master and slave
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camera during the rig motion performed for calibration.

Figure 5.14.images from a sequence used for stereo rig calibration. The left column
shows master and slave camera imagesBiarguet’s calibration using
a calibration pattern. The right column shows master and slave camera
images from a motion of the rig through a scene used for our approach.

Second, the rig parameters are estimated using the suggested rig calibration algorithm
without utilizing special calibration patterns. We use the non-linear estimation method
for the general motion model. The initial solution is provides from the linear least
squares approach for the general motion model. Time-corresponding poses are esti-
mated for an image sequence consisting of &se- 250 images by the feature point
based pose estimation technique proposed in se8tioirigure5.14right) shows two
images of master and slave camera during the rig motion performed for calibration.
During the sequence, the rig is translated and rotated significantly with respect to the
scene. All poses are given with respect to the respective initial camera reference frame
as motivated for the camera-local pose model in secti@n To relate the estimated
internal position to world metrics, an object of known size, i.e. a planar checkerboard
pattern with4.18 x 4.18 cm tiles, is visible in some images of the master camera. The
scale of the master camera reference system is computed by relating the average dis-
tance between the reconstructed 3d points of adjacent checkerboard pattern corners to
4.18 cm.

In section4.2.2we motivated the use for the time-dependent scale model when the
scale between corresponding estimated poses diverges largely over time. In order to
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Figure 5.15.Analysis of measured scales computed from corresponding estimated
master and slave poses. The right image shows scalar products of ro-
tation axis and translation vector for each image frame (here: approxi-
mately identical for master and slave poses). The left image shows mea-
sure scales, i.e. the ratio between the scalar products for each image
frame (approximatelyt). Scales computed from scalar products below
Oinreshola @re rejected. Rejected values are indicated by dashed lines in
the right plot. The horizontal line denotes the average of valid values.

select the appropriate scale model, the scales computed from corresponding poses for
each image frame as defined in e4.1Q are analyzed. In figh.15left) the computed

scales are plotted using a thresholdgf.....c = 5- 1072 as motivated in the previous

test case. Mean and deviation of valid measured scales according td.28). afe
computed ag.0813 + 0.0295. Since the scale deviation is bel@# we can assume

that the time-fixed scale model holds for this application.

Aq; AC,; |AC,||
ref. (0.993, —0.054 — 0.098 — 0.012) | (15.303,1.048, —2.19) 15.494
LLS (0.993, —0.053, —0.096, —0.016) | (15.13,0.506, —1.77) 15.242
NL (0.994, —0.049, —0.093, —0.015) | (15.158,1.325, —2.371) 15.29

LLS diff. 0.5026° 2.4652° 1.6281%

NL diff. 0.8846° 1.2952° 0.6086%

Table 5.2..Comparison of calibration results for stereo rig from overlapping views
using Bouguet’s calibration toolbox as reference (ref.) and our approach
(LLS: linear least squares method, NL: non-linear method). Result differ-
ences are given with respect to the reference calibration.

The calibration results of both approaches are compared irbtabFrom Bouguet’s
approach we get an internal rotationl@f9483° +0.23° around axi§—0.477, —0.872,
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—0.107)T and an internal position vect¢t5.303, 1.048, —2.19)T £ (0.1940, 0.3086,
0.0654)T giving a distance o15.4942 4 0.2 cm between the centers of the rig cam-
eras.

The linear least squares solution yields an internal rotatiot2af644° around axis
(—0.484,—0.863, —0.142)T and internal positior{15.13,0.506, —1.77)" with length
15.2419 cm. After additional non-linear refinement we have an internal rotation of
12.2175° around axig—0.466, —0.873, —0.145) T and internal positioifi15.158, 1.325,
—2.371)T with length15.29 cm. One notices that the non-linear solution has an ad-
vantage in estimation the internal position vector while internal rotation is estimated
more accordingly to the reference calibration by the linear least squares method. We
remind that the LLS method decouples rotation estimation from position estimation.
Hence position measurement errors do not affect internal rotation estimation which
may results in more accurate rotation estimation for a relatively small number of input
poses.

The orientation difference between the results from (i) and (ii) is estimated to be ap-
proximately0.9°. The direction difference of the two resulting translation vectors is
estimated to be approximately3° orientation and).2 cm length. Apparently the rig
calibration results from (ii) are in the same order of magnitude as the results from the
marker based approach (i). The total residual error of the solution of our approach for
all K = 250 image frames is computed to b& , (AR, ACy, A\;) = 3.644.

Concluding, the accuracy of our approach is within the range appropriate for general
3d reconstruction tasks using the calibrated rig accordingkdkp4, Boe07.
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5.6. Calibration of a Sewer Inspection System

Another test case was designed to evaluate our approach for calibrating a sewer inspec-
tion camera system. Common commercial systems such as IBAK PANOREMO
depicted in fig.5.1gright) consist of high-resolution digital cameras with wide-angle
lenses attached at front and rear of a remote-controlled sledge. For theoretical evalua-
tion a virtual scene model is used and results are compared against ground truth data
as in test casb.4.

Figure 5.16.1llustration of sewer inspection application. Left: Rig model consisting
of two hemispherical cameras with non-overlapping fields of view.
Right: IBAK PANARAMO® sewer inspection system consisting of two
fisheye-lens cameras. By courtesy of IBAK Helmut Hunger GmbH &
Co. KG.

We use a virtual rig model similar to IBAK PANORAM®. The rig model consists

of two hemispherical camera as described in se@i@rReach with an aperture angle
of 186° which are rotated by80° with respect to each other and translated along their
optical axis by35 cm as shown in fig5.1§left).

The image sequence used for calibration is created by rendering a motion of the vir-
tual rig through a sewer pipe model with a diamete6@tm. The model is provided

with a 2D texture created from real sewer images as shown irbfig. The motion

is mainly translational along the optical axis of the rig with rig rotation beloas
shown in fig.5.18 K = 30 image pairs are captured during the motion of the rig each
for an intermediate distance 6fcm. To find corresponding feature points between
subsequent images, the hemispherical images are first rectified by mapping them onto
a virtual cylinder with a diameter @f0 cm stretched along the camera’s optimal axis
as shown in fig5.17for a front view image. Feature points are detected and matched
in the rectified images using the KLT tracking methddp1]. This method is appli-
cable since the geometry of the sewer pipe can be approximated by a cylinder with

1See IBAK website ahttp://www.ibak.defor further details.
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Figure 5.17.Two rendered images from the sequence for sewer inspection system cal-
ibration (left: front camera, right: rear camera, far right: Rectified front
camera image).
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Figure 5.18.Motion of the virtual rig during the sequence for sewer inspection system
calibration (left: motion plot for front and rear camera, right: absolute
rotation of front camera during rig motion).

fixed diameter and only small deviations from the translational motion of the rig along
the cylinder axis are expected. Assuming an intermediate motiéncaf along the
optical axis between subsequent images, the position of feature points can be predicted
with sufficient accuracy. Hence the KLT tracker suffices a relatively small search win-
dow for feature matching. Poses of both cameras with respect to their respective initial
reference frame are estimated from corresponding feature points using the pose esti-
mation method described in secti8rb. Figure5.19left) and fig. 5.19center) show

the rotation orientation error of the estimated poses for front (master) and rear (slave)
camera with respect to their reference frames.
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Figure 5.19.Error analysis of pose estimation results for the sewer inspection system.
The figure shows the rotation orientation error of estimated poses for
front (left) and rear camera (center), and the rotation constraint error of
the estimated solution (right).

Since rig rotation is expected to be minor, the purely translational motion model (PTM)
is used for rig calibration. Hence we will only estimate the internal rotafiéty be-
tween both cameras. The soluti&R; is computed by the linear least squares method
only. Table5.3 shows the calibration results compared to ground truth data. Figure
5.19right) shows the rotation constraint error of solutii,, indicating the residual
error of eq. 4.30, for each image frame. We notice that the rotation orientation error
between estimated R, and ground trutlAR; is computed as abo0t258°.

Aql ACl HACl”
GT (0,0,—1,0) - -
LLS (—0.0003,0.002 — 0.999, 0.001) - -
LLS err. 0.258° - -

Table 5.3..Comparison of ground truth data (GT) and calibration results using out
linear least squares approach (LLS) for sewer inspection system.

We showed that internal rotation can be recovered for the synthetic sewer inspection

model with a fair accuracy using the PTM approach if the rig motion is almost trans-
lational.
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5.7. Calibration of a Spherical Camera

The third test case considers an implementation of a spherical camera realized by a rig
of wide-angle cameras as proposen¢07]. Spherical cameras, i.e. camera systems
that cover a full360° field of view, are of great interest e.g. for video surveillance
applications.Koch proposes an implementation of a spherical camera which consists
of two rigidly coupled fisheye-lens cameras each with an aperture angéoivhich

are mounted onto a pan/tilt unit. Both cameras are rotated by approximately

with respect to each other as shown in fi§.20 The translational offset between

the cameras is preferably small in order to approximate a single effective projection
center. Nevertheless it is bounded by the physical dimensions of the cameras. Once the
internal camera poses with respect to each other are known, both hemispherical images
can be assembled into an approximation of a full spherical image. This is performed
by mapping both images onto a sphere with fixed radius positioned at the centroid of
both image hemispheres as depicted in5igQ

Figure 5.20.1llustration of spherical camera application. The rig model consists of
two hemispherical cameras with virtually non-overlapping fields of view
mounted close to each other. The rig implements a spherical camera by
mapping both hemisphere images onto a combined sphere image.

Our calibration approach for general motion and time-fixed scales is used to esti-
mate internal position and orientation of the rig from a sequenck of 60 time-
corresponding images during a motion of the camera system. The motion consists of
translation and rotation provided by a translation of the entire rig with concurrent pan
and tilt motion of the camera supporting pan/tilt unit.

The calibration results of our approach (linear least squares and additional non-linear

refinement using the general motion model and time-fixed scale model) are compared
against results from an alternate calibration corresponding to a variant of the common
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Figure 5.21.1llustration of alternate spherical camera calibration from multiple cali-
bration patterns. The pose transformation between both calibration pat-
terns has to be estimated first. The respective calibration pattern must be
visible in each image of the calibration sequence for each camera.

stereo-rig calibration method applied in sect®d using Bouguet’s camera calibra-

tion toolbox. The general procedure of this calibration method is described in the
following. We use a calibration object consisting of two planar checkerboard calibra-
tion patterns fixed at an edge such that one pattern is visible for each camera of the
rig at the same time. The Euclidean transformafions = [R4 5Ca | linking the
coordinate frame€“, C? of both calibration patterns is estimated franaamera im-

ages showing both patterns at the same time by estimating the homography between
both patterns. From time-corresponding images of the rig each showing one cali-
bration pattern, corresponding poélég‘, TfB of both cameras within the respective
calibration coordinate frame are computed usBugiguet’s toolbox. An estimate for

the relative pose\T of slave camera with respect to master cameas then com-

puted from corresponding posesAa¥ = TSATTGZ(TCB)*. Refer to fig.5.21for an
illustration of this calibration method.

We use this approach to calibrate the rig freimages resulting in an internal rotation
of approximately178.21° + 1.24° around the y-axis and an internal position vector
(—5.31,0.6,6.27)T + (—0.75,0.32,0.18)T with length8.2446 4 0.6645 cm.

The results of both calibration methods are compared inGabWe observe that our
results are differing more notably from the reference results than in the previous test
case. Note that the reference data obtained from the proposed approach is inaccurate
due to the difficult estimation of the relative positions of the calibration patterns with
respect to each other. On the other hand, the resulting calibration meets the expectation
by qualitative evaluation.
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Aq, AC, |AC ||
ref. (0.015,0.144,0.974, —0.174) (—=5.31,0.6,6.27) | 8.2446
LLS (0.017,0.147,0.977,—0.173) | (—4.81,0.212,5.32) | 7.1752
NL (0.017,0.145,0.975, —0.169) T | (—4.927,0.82,5.89) | 7.7227

LLS diff. 0.4525° 3.099° 12.91%

NL diff. 0.6439° 1.95° 6.26%

Table 5.4..Comparison of calibration results of an approach ufingguet’s toolbox
as reference (ref.) vs. our linear least squares method (LLS) and non-linear

refinement (NL) for spherical camera rig. Result differences are given with
respect to the reference calibration.
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6. Conclusion

Within the scope of this work we developed and tested a novel approach for calibrating
the internal poses of a multi-camera rig using time-corresponding poses provided by an
image-based pose estimation method. The method was inspired by hand-eye calibra-
tion approaches and was designed inter alia for the purpose of 3d scene reconstruction
using the calibrated rig. The advantage of our approach is the fact that no overlapping
images are needed to calibrate the rig as most reference approaches demand. Both a
linear and a non-linear method were proposed and compared.

lll-conditioned situations, namely purely translational motion of the rig, were pointed
out and an alternate method for this case limited to the estimation of internal rotation
was proposed.

Providing the time-corresponding input poses by an image-based pose estimation method,
we encountered the problem that the related coordinate frames of the cameras differ
each by certain scale factors. Such scale factors are in general not considered in hand-
eye estimation. These parameters result from the scale ambiguity that appears at the
initialization of the pose estimation method and must be estimated along with the inter-

nal pose parameters. Our analysis showed that the quality of the estimated internal po-
sition depends largely on the accuracy of the estimated scales. Additional constraints

on the scales were used to stabilize the estimation.

The proposed method was evaluated against established methods for stereo rig calibra-
tion and proved to be comparable in accuracy. Furthermore, we showed that it is suited
for several practical applications where a calibrated rig with almost non-overlapping
camera views is sufficient. However, we were confronted with the problem of obtain-
ing reference data for the case of non-overlapping views since there are no general rig
calibration methods present that do not depend on overlapping views.

Although we use a pose-estimation approach based on structure from motion to pro-
vide time-corresponding poses, our approach decouples rig calibration in general from
3d reconstruction. Hence deliberate motions can be performed for accurate rig cali-
bration. In addition, the calibration can also be achieved in a non-overlapping setup
where no marker calibration is possible. Of course the accuracy is dependent on the
results of the algorithm by which time-corresponding poses are provided.
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Future Work

Future work based on the proposed approach could investigate the benefit of direct
integration of the calibration process into the structure from motion algorithm. Other
methods circumventing the dependency of the calibration on structure from motion
results could be found and investigated likewise, i.e. by adding sensors to the rig setup.
Furthermore, an extension of our approach to synchronous estimation of intrinsic and
extrinsic parameters could be researched.
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A. Appendix I: Theoretical Topics

A.l. Singular Value Decomposition

Thesingular value decompositidisVD) provides a factorization of a rectangular ma-
trix A which can be applied to solve several numerical problems such as e.g. matrix
inversion or eigenvalue problems. For a detailed theoretical and practical description
of the SVD refer to WR71].

The general theorem of the SVD for real matrices states that for every niatex
R™*™ there is a factorization - called the singular value decompositioh obf the

form:

A=UxVT (A.1)

whereU € R™*" is a column-orthogonal matrix/ € R™*™ is an orthogonal matrix,
and> € R™ " is a positive definite diagonal matrix of the fordiag(cy,...,0,)
consisting of the so-callesingular valuesr, . . . o, which are in fact the non-negative
roots of theeigenvaluesf AT A. Typically, the singular values are sortecdbas> - - - >
o, Which makes: unique thoughy andV are not necessarily uniquely determined.

Computation of the pseudoinverse: Given a singular value decompositidr Vv’
of a rectangular matrid, the pseudoinverse df is then represented by:

Al =vyuT (A.2)

whereX " is the transpose of with every non-zero entry replaced by its reciprocal
such thati ™Y = XX+ = 1. Apparently for regular square matricAsthe pseudoin-
verseAT coincides with the inversa—".
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Solution of linear least squares problems: A linear least squares probleff) with
squared error functiop?(x) = ||Ax — b||?> can be solved by a SVD of even if A
has not full rank and is ill-conditioned. From the factorizatibn= UXVT the pseu-
doinverseA’ = VXTUT is obtained. Thus, the solutiort for (L) can be calculated
as:

x*=VEtU™b (A.3)

Computation of eigenvalues: Given a singular value decompositiai>VT of a
rectangular matri¥, the eigenvalue/eigenvector decomposition of the symmetric square
matrix AT A into an orthogonah x n matrix W = (w; ... w, ) consisting of the eigen-
vectorswy, ..., w, and a diagonak x n matrix A consisting of the eigenvalues can be
computed by:

ATA =WAWT = v2TUTUZVT = v TovT

hence:
W=V  A=%TY =diag(y/o1,...,\/7,) (A.4)

Numerical stability of SVD: As stated above the decomposition can always be per-
formed even ifA is singular. Numerical instabilities can arise when the condition
number ofA - i.e. the ratio between the largest and the smallest non-zero singular
value - becomes too large. This is the case when there are very small but non-zero sin-
gular values present due to noise. In the implementation of the SVD used, this problem
is circumvented byruncation i.e. singular values below a certain threshold are set to
zero ignoring them, when the condition numberois considered too large.
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A.2. Representations of Rotation

Rotation matrices Each rotation in Euclidean 3d space is defined uniquely by an
orthonormal3 x 3 matrix R, i.e. a matrix for which holdR™R = RRT =
I. Rotation matrices have been the most common representation for rotations
in practical applications because they can be applied fast by computing linear
matrix-vector products. On the downside, rotation matrices are highly over-
parametrized, comprising parameters vs3 degrees of freedom Moreover,
the orthonormality constraint is rather difficult to maintain for estimations.

Angle and axis Each 3d rotation can be described uniquely by a rotatiendggree
around a rotation axis € R? with ||r|| = 1. The angle-axis representation
is formalized by a single vectar = ar such thatr = ”E—” anda = ||t|. A
similar representation is tiRodrigues vectortan(§)r. Rotation of a vectox

is performed byRodrigues’ rotation formula
Riv =R, ov = (I +sinaft]x + (1 — cosa)[r]3)v (A.5)

where[r], denotes the skew-symmetric cross product matrix &y eq. A.5)
the angle-axis representation can be transformed into the rotation matrix rep-
resentation given bR, .. Vice versa, given any rotation mati the respective
rotation axisr is the eigenvector oR with respect to the unit eigenvalue. It can
be found by solvingR — I) = r. Rotation anglex can be obtained froRR by

2cosa = trace(R) — 1, 2sina = (Rgg — R273, R173 — Rg,l, R2’1 — R1’2>T1"

and
« = arctan(sin «, cos «) (A.6)

using a two-argumentrctan function such astan2 in C (as pointed out in
[HZ0O, A4.3], applying eithemrcsin or arccos is numerically inaccurate and
fails for « = 7). Note that this representation suffers from an ambiguity of the
axis fora = 0.

Euler angles Euler angles describe a 3d rotation bgubsequent rotations with re-
spect to dixedworld coordinate systena denotes the rotation around the fixed
x-axis, § around the fixed y-axis ang around the fixed z-axis. By convention
the rotations are performed in order x-axis first, then y-axis, and z-axis last. This
rotation can also be interpreted as a sequence of rotations arounotdtes
axes in the opposite order z-axis first, then y-axis, and x-axis last. The rotation
matrix R, 5, corresponding to the Euler anglesg, v is composed from:

Ry = Rb. 4 Rb, sRb, .a (A.7)

Ln fact, a general rotation in 3d space posse8siyrees of freedom.
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whereb,, b,, b. is the base defining the world coordinate system. The opposite
transformation yields ambiguities and is potentially instable. While the Euler
angle representation provides a minimal representation3ypdrameters and is
rather intuitive, it suffers from ambiguities due to the rotation order, and allows
the loss of one degree of freedom under certain conditions which is referred to
in literature as th&imbal lock[FWO04].

While rotations represented by axi@nd anglen can be easily visualized, this rep-
resentation is not necessary for computational purposes. The same accounts for the
representation by the Euler angles. Furthermore these representations suffer from the
need to evaluate trigonometric terms. Rotation matrices on the other hand can be ap-
plied easily by means of linear algebra but are highly over-parametrized.

Today the most common representation for rotations in computer vision ignibe
guaternion[FWO04]. In fact, rotations expressed by quaternions can be applied by
performing linear computations with few single operations than needed for rotation
matrices. Moreover, in most applications quaternions provide a both numerically and
notionally far more compact representation for rotations than using rotations matrices
or Euler angles. Quaternions in general and unit quaternions for rotation representation
will be discussed in the following section.

A.3. Quaternions

The mathematical construct of tlgiaternionwas originally developed billiam
R. Hamilton in 1866. Quaternions build an algeklawhich can be thought of as
an extension of the real algebRasimilar to the complex algebr&@. A quaternion
q = (g, q) consists of a scalar paytand a vector paif = (z,y, z)T. For convenience
we will identify a quaterniorg = (0, v) with zero scalar part simply with its vector
partv.

Quaternion addition is defined componentwise. The multiplicgbioa q - ' of two
quaternionsy = (¢, q) andq’' = (¢, ¢’) is defined as:

p=q¢ —q'q
and
! / /
pP=q¢q+qq +qxq (A.8)

It is a useful fact that quaternions can be equivalently expressdevastorsq =
(q,z,y,2)7 in terms of linear algebra. This representation is useful for direct calcula-
tions within the framework of linear algebra and is commonly used in computer vision.
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Using this representation, the quaternion multiplicaos q - ' can be written as a
matrix-vector producp = T,q’ with the4 x 4-matrix T induced by thel-vectorq
(left quaternion multiplication matrix

qg —r -y —z
_|r 9 —= Y

Ty = y : q -z (A.9)
< 7y r g

or equivalently as a matrix-vector prodyet= T, q with the4 x 4-matrix T, induced
by the4-vectorq’ (right quaternion multiplication matrix

~
~
~
~

qg —x -y —z
. o ! o !
To= |y Yo (A.10)
o y/ — q/
Note that quaternion multiplication is in generat commutative.
The inverse element @f with respect to multiplication is defined by:
qa ' =q/|al? (A.12)
with the conjugated quaternion:
q" = (¢, —q) = (¢, —2, —y, —2)" (A.12)
and the quadratic norm:
lal*=¢’+d'a=a'a= ¢ +2* +y* + 2 (A.13)

Unit quaterniongy have the normjq|| = 1. It can easily be verified that the following
equations hold for unit quaternions:
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and:

Ty =T Tq =T

Representing rotations by unit quaternions

Unit quaternionsy allow the representation of rotations in 3d space. Given a unit
quaterniong = (cos §,sin § - r) for a unit vectorr and an anglex < [0, 27), the term
q - v - q* rotates the vector pavtof v around axis by an angle ofv [FWO04].

The rotation of a Euclidean 3d vectorce R? according tog can hence be performed
by:

0 . « (0
<qu) =q-v-q =TT, <v> (A.14)

whereRq = (T4T}.)2,2) denotes theuaternion-vector rotation matrix

Proof: Givenq = (cos §,sin § - r) with unit vectorr = (u, v, w)" and0 < a < 2,
we receive from eq. A.9) and eq. A.10) and the addition theorems for sine and

cosine:

1 0 .
() -

1 0 0 0

0 ?—5s2+252u% 25%uv —2scw  2s*uw + 2scv

- 0 252w+ 2scw — s+ 25202 2s5%vw — 2scu

0 2s%uw —2scv  2s*vw + 2scu ¢ — s + 252w?

0 0 0

o+ (1—c)u? (1 —c)uw —ssw (1 — co)uw + s9v

(1 —co)uv + sow o+ (1 — co)v? (1 — c)vw — 52u

(1 —c)uw — s9v (1 — co)vw + squ + (1 — cp)w?

- 0
-~ 0 R

o o o -
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wheres := sing, ¢ := cos§ ands,; := sina, ¢y := cosa. This provides trans-
formations between quaternion, rotation matrix, and angle-axis representations for 3d

rotations.

[
Straightforward, the concatenation of rotations correspondiig pois given by:
Rpq = RpRg (A.15)
and the inverse rotation is given by the conjugate quaternion:
Ry' =Rg =R] (A.16)

Note that for each unit quaternian both q and —q define the same rotation. But
the quaternion representation for rotation is the only one which, except for the sign
ambiguity, is unique and shows no singularitie$\[04].

For analytical purposes we want to give the partial derivations of quaternion multipli-
cation and quaternion-vector rotation.

Because all quaternion multiplications can be expressed as matrix multiplications in-
terpreting them in terms of linear algebra, their analytical derivatives can be instantly
given. E.g. for left quaternion multiplicatiop(q) = r - q = T,q, the partial deriva-
tions with respect te are given byW,f(q) = T,.

Quaternion-vector multiplication as defined in e§.1(4) can be expressed using sub-
sequent matrix multiplications agq,v) = Rqv = (TqTi )22V = (Te- T ena-
For convenience we defifg, , = (T.T%)(,1)- Then the partial derivations with re-
spect tog andv are given byWqu(q, v) = 2R, , andV,u(q, v) = R4 respectively.
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A.4. Closed-Form Solution for Absolute Orientation

In this section we will describe the closed-form solution for estimating absolute orien-
tation using unit quaternions as proposedayn [Hor87] for finding the best rotation
between two sets of 3d features. We will only need the simple case that both feature
sets are located at the unit sphere.

Given are unit length vectors, or “raysfty, = (xx, Yx, 21)", 1 = (2}, Y}, 25)" for
k =1,..., K where the ray set,, ..., 1 arises fromr,...,rx by a certain rotation
and Gaussian noise addition.

We now search for a rotatioR which describes the transformation of the ray set

ri,...,rg intor), ... % the best, i.e. which minimizes the squared error function:
K
*R) = It} — Rey|? (A.17)
k=1

Horn proposes an easy to calculate yet robust linear approach to solve this least squares
problem by representing the rotatiBrby a unit quaternioi and considering the dual

problem of maX|m|Z|ngZ I}, (q r;.-q*) instead. Throughout this section, quaternions

will be represented a@tsvectors in terms of linear algebra as described in seéti8n

The algorithm performs as follows. First, tRe< 3-matrix M is computed by:

K Mx:p Mxy M:Z‘Z
M=) "ra, = | My, M, M, (A.18)
k=1 Mzac sz Mzz

K
such thatM,,, = ) v, for eachy, v € {z,y, z}.
k=1

Then, the symmetrid x 4-matrix N is computed by linear combinations of the com-
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ponents of\:
N =
A4¢x4’ﬂ4yy4’ﬂ4%z A4Q24’A4;y A4;x“'A4iz A4¢y"ﬂ4gx
A4Qz_'ﬂ4%y A4ﬁt_‘ﬂ4éy_‘ﬂdéz A£m1+'ﬂ4ém A[m:+'A4éz
A4éx__ﬂdiz A4iyﬁ_ﬂd&x ’_A4ix'+’ﬂ4yy__ﬂ4%z A4yzﬁ_ﬂ4éy
A4iy'_AA4Qx A4%x*_ﬂ4iz A4@z4_ﬂdgy ‘_A4ix‘_'A4yy4‘A4%z

(A.19)

Now the best fitting rotatioik,,; corresponds to the unit quaternion veaigy; which
maximizesq' Nq. This will be proved further below. Now the unit eigenvector cor-
responding to the largest eigenvalyg,, of N maximizesq' Nq (note thatN is sym-
metric):

Given the maximum ofy"Nq is \,..., there is a unit vectoq,,., for which holds
a9, :Ntmaz = Amaz > q'Nq for all unit vectorsq. Hence we haveNq,,., =
AmazQmaz, 1-€. Qmae 1S the unit eigenvector oN corresponding to the eigenvalue
Amaz, @nd there are nad, q with Nq = Aq and\ > \,,,,. SO we can identifyy,,;
with the eigenvector corresponding to the most positive eigenvalyge of N. Note
that the unit length constraint fey,,; is maintained naturally.

Hence the problem of finding the best rotation is reduced to solving an eigenvalue
problemdet(N — AI) = 0. In our implementation, instead of the intricate closed-form
solution proposed bydorn in [Hor87, 4.C] usingFerrari’s quartic identity, we use a
singular value decomposition to determine the eigenvalues and eigenvecto(sed
app.A.1).

K K

Proof: First, ¢>(R) = Y. v}, — Rr,||> becomes minimal iffy" r}, " Rr, becomes
k=1 k=1

maximal.

This can be easily seen, because for daehl, ..., K holds:

[, — Rexl* = (rj, — Rey) (1}, — Rry)

vl '+ (Rrg)T(Rry) — 2(x), " Rry,)

731 + [[Reg 1> = 2(r;, " Ry (A.20)
1+1—2(r), Rry)

= 2(1 -1, Rry)
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Therefore, representing the demanded rotation by a unit quaterqiongead of a
rotation matrixR we have to maximize:

(@ -13)"(a" -q 1 - q*)

M=

K
S (qr - qt) =
k=1

B
Il
—

I
M=

(q" - 1}) " (rk - )

B
Il
—

I
M=

(T q) (T, ")

B
Il
—_

(A.21)

[
M=

(T3 )" (T @)

i
I

[
M=

T T
q Tr;Trkq

e
Il
—

K
= q' (X T:T] )q
k=1 *

where according to the quaternion algebra (863 the left and right multiplication
of vectorsry, r;, with the unit quaterniony is defined by the following x 4-matrices
using the framework of linear algebra:

0 —or —Ur —2% 0 —x, —y. —2
z, 0 —zp  yk . ., 0z -y
T, = and T; =[] ) f
Yk 2k 0 -z k Y, —2, O xy,

/ / /
2y —Yr Tk 0 2, Yy —ap 0

By denoting the componentwise productsl\é]g = vy, foreachk = 1,..., K and
w,v € {x,y, z} as above, we receive:

T: T =
k
Mk, +k M) +k ME, kM;; —ka ) M% - M%Z M%y - My’}
M%Z ~ Miy Maz _k:Myy _kMZZ iy w z]g\/[ gk M'Zif N Mzif
M'?f B M”ff Mgiy N M‘%’” ~Maa . Moy " M sz vt zjgw Yok
Mxy - Myx Mza: + sz Myz + sz _Mxx - Myy + Mzz

K

Now defineN, = T;ZT}; foreachk = 1,..., K andN = > N, and eq. A.21) turns
’ k=1

into q"Nq. Using this notation, a rotatioR minimizes the squared error functigi

iff its corresponding unit quaternio maximizesq' Ngq.
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By explicitly calculating the elements of from M[ju as implied above one can see
thatN is in fact identical with the matrix calculated above from ghe 3-matrix M.

Summarizing the proof given, we have shown that the unit quatemiwhich maxi-
mizes the termay" Nq minimizes the squared error functigf and hence describes the
rotation that fits the data set, 1, K = 1, ..., K the best.

A.5. Method of Lagrangian Multipliers

In mathematical optimization theory, tiheethod of Lagrangian multiplietss a com-

mon technique to give analytical solutions for optimization problem subject to addi-
tional constraints. We will give a short description of the use of Lagrangian multipliers
as far as needed for the presented work. For a detailed description of this method we
refer to JArf85].

Consider that we want to maximize the functiffx) subject toX™ constraints of the
form g, (x) =0,k = 1,..., K. The Lagrangian multiplier method arises from the fol-
lowing geometric interpretation of constrained stationary points, which include con-
strained extrema of. Such points must be found on the intersection of the con-
tours of g, given by gx(x) = 0 with the image off where the contour lines for
gr(x) = 0 touch contour lines of tangentially Computionally,f is normal to the
constraintgyy, . .., gk in these points, i.ex* is a constrained stationary point iff there

K
areay, ..., # 0suchthatV, f(x*) = > axVig(x¥).
k=1

Now consider functiong : R* — R, g : R* — R to be given, and we seek for the
maximum of f subject to the constraintg (x) = 0 for eachk =1, ..., K. Define the
Lagrangian function\ with additional unknowns. € R¥, theLagrangian multipliers
as:

K
A A) = F()+ ) Mega(x)
k=1

Now f has a constrained optimum iri subject tog(x*) = 0 iff there is a\* € RE
such thatx*, \*) is a stationary point oA.

2The term refers to the 18th century mathematiclaseph Louis Lagrange who stated the general
principle for maximizing a function of variables subject to additional equations between the vari-
ables in his workThéorie des Fonctions Analytiqueg1797).
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Proof: For a stationary pointx*, \*) of A the gradieniV A evaluates to), i.e.:

k
VAKX, A) =06 Vif(x7) = = ) A Vigr(x")
k=1

and
VAAS ) =0 < g(x*) =0

The first equation denoteito be to be normal to the constraintsxih i.e. x* to be
a constrained stationary point ¢f The second equation yields thétis valid with
respect to the constraints.

A.6. Random Sample Consensus

Random sample consensusbbreviated as RANSAC - as developedHychler and

Bolles [FB8]] has become the most common hypothesize-and-test method for robust
estimation in presence of outliers arising from incorrect observations. In the RANSAC
framework, hypotheses - sample solutionsare generated from a minimal set of ob-
servations which is randomly chosen and scored by their fit to the entire set of obser-
vations. After the maximal number of iterations has been performed (or for a greedy
RANSAC: when a predetermined minimal number of inliers has been reached), the
best hypothesis up to date, i.e. the hypothesis that fits the most observations due to
some predefined criterion, is taken while the misfit observations are labeled as outliers
and are rejected. The RANSAC is considered as “failed” if the best solution does not
provide a given minimal number of inliers.

Formally, given a model relating system parameteisobservations by the implicit
constrainth(x;y) = 0, a RANSAC can be described by a sample solution genera-
tor x = f(yy,...,yn) Which creates a possible solutianfrom the observation set
{y1,...,yn}, and an outlier tedi(x,y) € {0, 1} which decides if an observationis
feasible assuming the system parameteM/hen we refer to a RANSAC in practical
applications we will declare it by defining a sample solution genetfatord an out-

lier testb. The RANSAC used in our implementation is further parametrized by the
maximal number of iterations and the minimal number of inliers needed for success.
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All implementations used for practical applications have been done usingasie

Image AlgorithmS C++ Library(BIAS). BIAS has been released by the Multimedia
Information Processing group at the Christian-Albrechts-University of KBéAE]

for research and software development of computer vision, motion estimation, and
3d reconstruction algorithms. Additionally, for intrinsic camera calibration existing
state-of-the-art software was used. This appendix gives a short overview over aspects
of software used for intrinsic camera calibration and rig calibration. Our own work
includes mainly the generic rig calibration tool documented in the last section.

Intrinsic Camera Calibration

For intrinsic camera calibration existing software solutions written in Mé&tlalere

used which are regarded as state-of-the-art in common work on the topic.

For intrinsic calibration of perspective cameras and stereo rig calibration in test case
5.5the Camera Calibration Toolbox developedByuguet [Bou07 has been used.

For intrinsic calibration of fisheye cameras in test caséan adaption of the Om-
nidirectional Camera Calibration Toolbox, originally developedSbyramuzza et al.
[SMSO04, to the BIAS framework was used.

Pose Estimation Framework

Automatic pose estimation from images is performed by a modular software written in
C++ based on the BIAS library referred to as “Tracking Framework”. The theoretical
background for pose estimation as implemented in the Tracking Framework is covered
in section3.5. The Tracking Framework supports different feature point detection
and matching methods. For this work an implementation of the KLT feature tracking
method as described imK91] has been used.
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Generic Rig Calibration Tool

To perform rig calibration as theoretically outlined@hapter 4, a tool was written

in C++ based on the BIAS library. The tool is denoted as “Generic Rig Calibration
Tool”. The tool operates on lists of time-corresponding projection files or image files
containing poses in their meta data as delivered from the Tracking Framework. For
output, a rig projection file (described in the XML format used in the BIAS frame-
work) containing the estimated internal poses is created which can be used directly
in the Tracking Framework for evaluation. The estimation method can be selected as
linear least squares only or linear least squares with additional non-linear refinement.
Motion model and scale model are set up manually. Pose correspondences that are
determined as misfits to the selected models are removed automatically before estima-
tion as described in sectiods2.1and4.2.2with heuristics outlined in sectiorts2and

5.3 The tool is actually available as a command line tool.

Regarding implementational design, we developed a generic class concept that regards
our rig parameter estimation methods, i.e. linear least squares approach and non-linear
optimization, as realizations of an abstract class of general rig calibration from time-
corresponding poses. Although covariances are not considered in our approaches, the
interface is designed such that future methods considering covariances can be inte-
grated. Different scale and motion models are considered in the respective classes.
The interface of the generic rig calibration class is shown inBab.

Depending on the motion model, eitt@ompute (general motion model) &Eompute-

WithoutRotation (purely translational motion model) are called to estimate the
internal poses of the rig. Poses are represented by instances oB&sPose-
Parametrization containing inter alia rotation (represented by a unit quaternion),

position and covariances of rotation and position. Time-corresponding input poses
RF, CF for each time stey = 1,..., K and camera = 0,..., N are given via pa-
rameterposes containingK vectors of N poses each. Initial solutions f&R,;, AC;

which are considered e.g. by the non-linear estimation method are given via param-
eterguess containing/N — 1 poses. Calibration resuli&R;, AC; are returned in
parameteresult . Internal scale\\! estimated for each time stépare returned

in parametescales . The interpretation oA\ depends on the scale model used
as described in sectioh2.2 The number of internal scales per camera for the time-
dependent scale model is set®gtScalesPerCamera(n) assuming that the par-
tition of time stepd., . .., K inton subsetsC(), ..., K" is equable, i.e] K| = [£]

for eachr < n. SetScalesPerCamera(1) defines the time-fixed scale model.
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—|>| RigParameterEstimationBase |<]7

RigParameterEstimationLLS

RigParameterEstimationNonLinear

e |
Figure B.1..Generic rig calibration classes. ClassBIAS::Pose-
Parametrization from BIAS is used to represent internal and

external poses.

RigParameterEstimationBase
int Compute(

in  map<BIAS::PoseParametrization> poses ,
out vector<BIAS::PoseParametrization> result
in vector<BIAS::PoseParametrization> guess ,

out map<double> scales )

int ComputeWithoutRotation(

in  map<BIAS::PoseParametrization> poses ,
out vector<BIAS::PoseParametrization> result
in  vector<BIAS::PoseParametrization> guess ,

out map<double> scales )

void SetScalesPerCamera( in int numScales )

Table B.1..Class interface for generic rig calibration classesCompute per-
forms rig calibration from corresponding poses for the general motion
model, ComputeWithoutRotation for the purely translational mo-
tion model. SetScalesPerCamera  sets the number of internal scales
for each camera, switching between the time-fixed and time-dependent
scale model.
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