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A denotational semantics for needed narrowing

Michael Hanus* Salvador Lucas’

Abstract

Needed narrowing [2] is currently the best (lazy) narrowing strategy for func-
tional logic programs. In order to automatically improve compilation, it is essen-
tial to rely on an adequate semantic framework. The denotational semantics of
a programming language is its standard semantics and can be used as a formal
basis to improve implementations. In this work we introduce a denotational
semantics which is adequate to express needed narrowing.'

Keywords: denotational semantics, functional logic languages, lazy narrowing
strategies.

1 Introduction

Lazy narrowing strategies in functional logic programming are important in avoiding
unnecessary computations and enabling the use of infinite data structures. In order
to have a good framework to implement lazy languages and automatically improve
compilation, we need to rely on an adequate semantic definition. The denotational
semantics of a programming language maps syntactic constructs in the program to
the abstract values which they denote [15]. It is often considered as the standard
semantics of programming languages and can be used as a suitable basis for analyses
and implementations.

The denotational definition of a programming language may be more or less close
to the operational principle of the language. In the setting of functional logic lan-
guages, this is to say that the particular narrowing strategy used in the operational
semantics can be more or less reflected in the denotational description of the language.
Some denotational approaches to the semantics of functional logic languages can be
found in [11, 13]. However, these semantic definitions do not reflect the strategy used
for narrowing and, therefore, they are not considered here.

In this paper we introduce a denotational semantics for term rewriting systems
which allows us express the needed narrowing strategy. The needed narrowing strategy
is considered as a combination of program transformation and specialization of the
general narrowing mechanism.
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In the semantic description of the computation, we work with finite substitutions
in representing the solutions of narrowing evaluations thus borrowing the treatment
of [3] from the logic programming setting. The formalization here is slightly different.
We define a suitable notion of finite substitution and use them to deal with renaming
as well as for the solutions of evaluations.

We give the main properties of the semantic definition and prove the adequacy of
this semantics to express needed narrowing.

In Section 2, we briefly recall the technical concepts and results used in the re-
mainder of the paper. In Section 3, we describe the notion of finite substitution that
we deal in the semantics. In Section 4, we summarize the notion of needed narrowing.
In Section 5, the denotational semantics and its basic properties are given. We also
give the adequacy result. Finally, Section 6 points to conclusions and future work.

2 Preliminaries

We introduce the most important notations used in the paper. For full definitions we
refer to [4].

The set of terms T(X,V) is constructed w.r.t. a given many-sorted signature X
and variables from V. We denote by ar(f) the number of argument positions of a
symbol f € ¥. We write Var(t) for the set of variables occurring in a term ¢, and ¢,
for a tuple ty,...,t, of terms (where we sometimes omit the subscript n). Functional
logic programs are generally constructor-based [5], i.e., the signature is the disjoint
union ¥ = C W F of two classes of symbols: constructors ¢ € C that construct data
terms, and defined functions or operations f € F that operate on data terms. We
denote by HNFy, the set of terms in 7 (X, V) which are in head normal form (hnf),
i.e., terms where the root symbol is not a defined function.

Terms are viewed as labelled trees in the usual way. An occurrence or position p
is a path identifying a subterm in a term. t|, denotes the subterm of ¢ at position p,
and ¢[s], denotes the result of replacing t|, with s in ¢.

A term rewriting system (TRS) is a pair R = (X, R) where R is a set of rewrite
rules. Since functional logic programs are constructor-based, we assume that a pro-
gram R is a constructor-based term rewriting system consisting of rewrite rulesl — r,
where [ is a pattern, i.e., the root of [ is an operation and the arguments of I do not
contain any operation symbols.

A substitution is a mapping ¢ : V' — T(X,V) which is the identity mapping at
all but finitely many points. We denote by € the identity substitution. We write
substitutions in the form {x; — t1,...,z, — t,}. Terms ¢, s unify if there exists a
substitution o such that o(t) = o(s). In this case, o is called a unifier of ¢ and s. If
W is a set of variables, we denote by ¢ =y o' that o(z) = o'(z) for all z € W. A
term t is a wvariant of s if it is obtained from s by a unique replacement of variables
by new variables.

Functional logic programs compute with partial information, i.e., a functional
expression may contain logical variables. The goal is to compute values for these
variables such that the expression is evaluable to a particular normal form, e.g., a



constructor term [11]. This is done by narrowing. A term ¢ is narrowable to a term
s if there exist a non-variable position p in ¢ (i.e., #|, is not a variable), a variant
a : 1 — r of a rewrite rule in R with Var(t) N Var(l — r) = @ and a unifier o of ¢|,
and [ such that s = o(t[r],). In this case we write t ~»p, o » 5. If o is a most general
unifier of ¢|, and [, the narrowing step is called most general.? We write to ~7% t,
if there is a narrowing derivation g ~p,.a;,01 1 ~pa,as,oe = “Ppn,an,on tn With
0 = 0,0---002001. The renamings in the i-th narrowing step must be also performed
apart of all variables appearing in the previous narrowing steps j < i.

Narrowing solves equations, i.e., computes values for the variables in an equation
such that the equation becomes true, where an equation is a pair ¢t ~ t' of terms of
the same sort. Since we do not require terminating term rewriting systems, normal
forms may not exist. Hence, we define the validity of an equation as a strict equality
on terms in the spirit of functional logic languages with a lazy operational semantics
such as BABEL [11]. Thus, a substitution ¢ is a solution for an equation ¢ = ¢’ iff
o(t) and o(t') are reducible to a same ground constructor term. Equations can also
be interpreted as terms by defining the symbol & as a binary operation symbol, more
precisely, one operation symbol for each sort. Therefore, all notions for terms, such
as substitution, narrowing etc., will also be used for equations. The semantics of &
is defined by the following rules, where A is assumed to be a right-associative infix
symbol, and c is a constructor of arity 0 in the first rule and arity k£ > 0 in the second

rule.
cxc — true

C('Tla"'axk)%c(yla"'ayk) = TIRNN AT R Y
trueAr — =x

These are the equality rules of a signature. By adding the equality rules to the rewrite
system, equation solving can be done by narrowing equations to “true” [2, 11].

3 Finite substitutions

3.1 Formalization of finite substitutions

In this section we formalize the notion of finite substitution which we need in this
work. The definition is very close to the one in [3]. Nevertheless, some differences
arise in the detail and meaning of involved operations.

Definition 3.1 (Finite substitution) Let V be an infinite set of variables and D C
V' a finite subset of variables. A finite substitution (f.s.) 6 is a mapping 6 : D —
T(2,V). The set of all finite substitutions is denoted as F'Subst. Some basic functions
in F'Subst — V are used to describe the finite substitutions.

Dom(0) = D Rng(0) = Upepom(o)Var(8(z)) Var(0) = Dom/(6) U Rng(6)
Zde(0) = {x € Dom(8) | 6(x) = x} DOM (6) = Dom(0)\Zde(H)

2Narrowing is often identified with most general narrowing. However, it is shown in [2] that
dropping the requirement for most general narrowing steps is crucial for optimal evaluation strategies.



A f.s. 8 such that Zde(f) = O is called a strict finite substitution (s.f.s.).

In [3] is called Dom(#) what we refer as Var(6). In [3] Dom(0) is actually the do-
main of the substitution, but it is (implicitly) also the range and contains (necessarily,
to be consistent with the definition) identity bindings for some variables. Therefore,
implicit assumptions on the identity bindings in the f.s. are taken. We feel that this
does not aid the formal treatment of the f.s. Our definition is based on the standard
intuitive notion of (partial) function, where domain and range are not necessarily
overlapping.

We apply a finite substitution # (which is not defined for some variables) to any
term ¢ € T(X,V) by means of the lifting ~ : FSubst — Subst which is defined as
f(x) = O(z) if € Dom(f) and §(x) = z otherwise. Then @(t) = §(t). This is neces-
sary if we use finite substitutions to ‘collect’ the computed answers in the narrowing
process. The following example shows that the composition of finite substitutions
based on the composition of partial functions is not adequate to express the compos-
ition of partial solutions.

Example 3.2 Let ¢ = {2’ — 0} and 8 = {& — f(«',y")} be f.s’s. Then, if
we consider the application of f.s.’s to terms in the standard treatment of partially
defined functions, we can not obtain the composite substitution, since f(x',y') is not
in T(X,{z'}) which is the (extended to terms) domain of ¢. Therefore, the binding
for x will not be correctly established. With the previous definition of application we
would obtain the binding x — f(0,y"), as expected.

The (infix) restriction operation (}: F'Subst x p(V) — F'Subst) combines the projec-
tion and extension operations in [3] as follows.

Definition 3.3 (Restriction of finite substitutions) Let ¢,0 be f.s’s. and W be
a finite set. Olw is a f.s such that Dom(0lw) = W, 0lw (x) = 0(x) if v €
Dom(0) NW and Olw () =z if x € W\Dom(6).

The Example 3.2 points out that, in spite of the fact that the f.s.’s are partially
defined functions w.r.t. the set of variables V', it is desirable to have a mechanism to
compose two f.s.’s. We define the composition operation by lifting f.s.’s to the space
of substitutions.

Definition 3.4 (Composition of finite substitutions) Let ¢,0 be f.s’s. Define
00 = (¢08)lpom(g)upom(s). This amounts to say that Dom(¢ o 8) = Dom(¢) U
Dom(0).

3.2 Narrowing and finite substitutions

Managing the renaming in the narrowing process leads to new considerations concern-
ing finite substitutions. By following [3], the renaming process is guided in part by
the ‘current’ computed f.s. The requirement of joining domains in the composition of
f.s.’s (see Definition 3.4) is needed if we use f.s’s to propagate the renaming-apart re-
strictions in the narrowing process [14]. We rename terms apart of the set of variables



appearing in a given f.s. Therefore, we must distinguish even between the f.s. § and
foeor foc provided that € and €' are different identity f.s. (i.e. Dom(e) # Dom(€')
and not contained in 6), since rename a term !’ out of Var(f) is not the same that
renaming it out of Var(8) U Var(e). Thus, the domains of f.s.’s must be carefully
managed in the operations concerning them.

The following proposition expresses an important property of partial solutions in
a narrowing derivation.

Proposition 3.5 Lett M;‘” 5 t' be a narrowing derivation. Then olyq, )=

(UI o U”)*LVar(t): (UIJrVar(t”) OU,I)J/Var(t)'

t” [a%d

4 Needed narrowing

4.1 Definitional trees

Needed narrowing relies on the concept of definitional trees of [1]. A definitional tree
can be used as a representation of the rules defining a given function symbol. 7T is a
partial definitional tree (pdt) iff one of the following cases holds:®

T =rule(mr — r) where m — r is a variant of a rule in R.

T = branch(m,0,T1,...,T,) where 7 is a pattern, o is the occurrence of a variable of
T, €1,...,Cy are constructors of the sort of 7|, for some n > 0, and for all i in
{1,...,n}, Ti is a pdt with pattern m[c;(T1,...,Tar(c;))]lo Where 21,..., Zop(cy)
are new variables. Moreover, 7; must be of finite depth.

A definitional tree of a k-ary function f is a pdt T with pattern f(Z), where T is
an ar(f)-tuple of distinct variables. A function f with definitional tree 7 is called
inductively sequential if T contains all and only the rules defining f in the term
rewriting system R which we call the ‘program’.

Example 4.1 Let us consider the following program:
from(N) — [N|from(s(N))]
first(0,L) — []
first(s(N),[E[L]) — [E|first(N,L)]
Then
rule(from(N) — [N|from(s(N))])
is a definitional tree for the function from, and
branch(first(X,Y),1,
rule(first(0,Y) = [ ]),
branch(first(s(N),Y),2,
rule(first(s(N), [E|L]) — [E|first(N,L)])))
is a definitional tree for the function first.

3We ignore the ezempt nodes which are in the original definition of [1].



A TRS is called inductively sequential if all function symbols are inductively sequen-
tial. An inductively sequential TRS can be viewed as a set of definitional trees, each
defining a function symbol.

A definitional tree determines a narrowing strategy, namely the needed narrowing
strategy. Roughly speaking, given a term t = f(f), the needed narrowing strategy
looks in the definitional tree of f for a rule node which applies to ¢ directly or after
reducing some of its subterms to head normal form.

More formally, if 7 is a node rule(l — r), then we apply the rule I — r to ¢. If
T is a node branch(r,0,Ti,...,Ty), then we consider the subterm t|,. If t|, has a
function symbol at the top, this subterm is reduced to a head normal form by applying
recursively the strategy to t|,. If ¢|, has a constructor symbol at the top, we narrow ¢
with a subtree 7; whose pattern unifies with ¢, or fail otherwise. If ¢|, is a variable, we
(nondeterministically) select a subtree 7;, unify ¢ with the pattern of 7;, and narrow
this instance of ¢ with 7;.

4.2 Term Rewriting Systems and case expressions

It is possible to integrate the definitional trees into the term rewriting system by
using case expressions. In this way, each function symbol has just one associated rule
which completely defines the meaning of the function. Using case expressions as a
represention of the equations which define a function is a common transformation

technique in functional programming. The syntax of a case expression is as follows:
case X of ¢1(T) : Xy

en(@) : Xy
where X is a variable, ¢; ... ¢, are different constructors of the sort of X, T,..., 7y
are tuples of new variables, and A ..., X, are terms, possibly containing case ex-

pressions. We interpret such a case expression with n patterns and n actions as a
2n + l-ary function case(X, c1(T), X1, ..., cn(7), Xn).

In this way, we can put together the rules defining a function f in the original
program into a single (case) rule in a transformed TRS. A more complete treatment
of case expressions in the setting of the definitional trees can be found in [7].

Example 4.2 The TRS of the Example 4.1 is transformed into the following TRS:

from(N) — [N|from(s(N))]
first(X,Y) — case(X,0,[ ]1,s(N),case’(Y,[EIL],[E|first(N,L)]))

The semantics of the functions case and case’ can be simply defined by the following
rewrite rules:

case(0 ,0,X,s(N),Y) —» X
case(s(N),0,X,s(N),Y) —» Y
case’ ([E|L],[EIL],X) — X

In general, a case expression with patterns 7,..., 7, can be viewed as a function

cases,,. ., Which is defined by the following set of rules:

n



casen,, . x. (m,m,%...,0) — X

caser, o (Tnyo. oy, X) — X

We often omit the index my,..., T, and abbreviate a ‘pattern/action’ pair (w,X’) as
= and a tuple of these pairs as Z.

4.3 Narrowing with case expressions

Given a term rewriting system R = (X, R), let R' = (XU X., R' U R.) be the trans-
formed TRS where ¥, is the set of case function symbols, R’ contains the case version
of rules in R, and R, is the set of additional case rules which must be considered.

Remark 4.3 The transformation of R into R’ have some consequences:

1. For each defined function f there is only one rule f(ZT) — r € R'. The right-
hand side r of the rule is a (normal) term or a case expression.

2. Given a term t = f(t), it is always possible to apply a rule. No evaluation of
arguments in t is required for this application.

3. All rules in R. have the form case(c;(T), X1, X1, ...,ci(T), X,..., Xpn, X)) —
X!, where T,X1,X1,...,Xn, X,, are distinct variables.

4. Given a term t = case(s,m,X1,...,Tn, Xpn), only the first argument of this
case term must be evaluated up to a head normal form in order to apply some
case rule. FEvaluations in the remaining arguments of a case expressions are not
necessary.

In expressing the definitional trees by means of case expressions, we can evaluate
the goals by using a simpler narrowing strategy, namely leftmost-outermost narrow-
ing.* Evaluating goals by needed narrowing w.r.t. R is equivalent to evaluating goals
by leftmost-outermost narrowing w.r.t. R’ in the following sense.

Theorem 4.4 ([7]) Let t be a term with a function symbol at the top and T a defin-
N
itional tree for this function symbol. For each needed narrowing derivation t ~*, c

c
w.r.t. R, there exists a leftmost-outermost narrowing derivation t~*,.c w.r.t. R’
with 0 =y qp 1) 0’ and vice versa.

4 A position p is leftmost-outermost in a set P of positions if there is no p’ € P with p’ prefix of
p,orp' =q-i-¢" and p=gq-j-¢" and i < j. A narrowing step is leftmost-outermost if the selected
subterm is the leftmost-outermost one among all possible narrowing positions.



5 Lazy denotational semantics

5.1 Preliminary definitions

In functional logic programming, given a goal ¢, we are interested in two classes of
observable information: the evaluated expression(s) corresponding to this goal and
the solution (or set of solutions) leading to this computed expression. Therefore,
the answer for a goal is a function ¢ : Term — p(FSubst) which maps (possible
evaluated) results to sets of substitutions.?

Example 5.1 Consider the rules of Example 4.1 and the term first(X,from(0)).
Then the answer v representing all possible evaluations of this term has the property
(1) = {{X = 0}}, ¥(101) = {{X = s(0)}}, ¥([0,5(0)]) = {{X = s(s(0))}},
and so on. Thus, ¢ has a non-empty denotation containing a single substitution on
lists of ascending natural numbers starting from 0.

In the following, we use some operations on answers:

e The bottom answer ¢, is defined by ¢, (t) = @ for all term ¢.
This is the bottom element in the domain of answers.

e The additive composition ¢ : Answer x Answer — Answer is defined by

W o)(t) = () UY'(t) .

Since ¢ is a commutative and associative operation, we extend it to a set of
answers ¥ in the obvious way, and write ¢ ¥. In particular, if ¥ = () we define
oW = 1/]1_.

e The non-trivial domain A : Answer — (T (2,V)), defined by

A() ={te T(Z,V) | () # O},
denotes the set of all terms which are computable by applying some substitution.

e We denote by t — O a unique-valued answer ¢ which has the property 1 (t) = ©
and ¥ (t') = O for all ¢/ # .

e The restriction (infix operator) |: Answer x (V) — Answer is defined by
Plw () = P(E)iw.

e The right substitution composition < : F'Subst x Answer — Answer is defined
by (0 <)(t) = (¢(t)) o 0. Note that (po ) <) =0« (p<).

50ther representations of answers, like sets of pairs of terms and substitutions sets, are also
possible. However, our representation leads to a concise denotational semantics.




5.2 Denotational semantics

For a complete presentation of the denotational semantics, we introduce the denota-
tional domains and the signatures of the semantic functions.

e Domains:
Program = Rule*

Den = Term — FSubst — Answer
Goal = Term
Answer = Term — p(F Subst)

(R) Rule = Rule (p)
(0) FSubst = FSubst (e, 0,6)
(t) Term =T(%,V) (1)
(¥)
¢ Semantic functions:

P[ ]: Program — Den — Den

R[] ]: Rule — Den — Den

G[ ]: Goal — Den — FSubst — Answer

e Definition of semantics functions:
P[O] 6 =61
P[{p}UR] 3 =R[p]6 ¢ P[R]5

R[l = r]dtf =if o = fail v §(t) € V then ¢, else (G[o(r')] 5 (000))]lvar(e)
where ' = ' =ren(l = r,Var(8) UVar(t)) and o =unif(6(t),!

Glz] 6 6 =z — {6}
Gle(D)] 5 6 = c(f) > {6}
GL0] 59 <810)
Glcase(s, 2 =
let s =G[s] 66 in o s € A(wy) (6(case(s',E)) (8" 0 0))var(s)

' € 1ps(s)

A program is a sequence of rewrite rules (of the special form discussed in Section 4.2).
The meaning of a program is a function which maps denotations into denotations.
A denotation § € Den maps each term instantiated by some substitution into an
answer. It describes the ‘transformation power’ of a program. Hence, d(t) 6 expresses
the (direct) evaluation (by means of the program) of ¢ in the context of the substitution
6.

The meaning of an empty program is the bottom denotation §,: P[Q] 6 = &,
where 0 is defined as follows: ¢, (¢t) 8§ = ¢, for all t and €. Thus, an empty program
cannot compute any value for all possible input terms and substitutions.

The meaning of a non-empty program is the combination of all answers obtained by
the different rules of the program. For this purpose, we have to define the composition
of denotations which can be done by extending the additive composition ¢ of answers
to the corresponding operation on denotations. < : Den x Den — Den is defined
as (600")(t) 8 = (0(t) 0) o (0'(t) #). Now, the meaning of a (non-empty) program is
obtained by adding the denotations assigned to the rules contained in the program:

P[{p} UR] 6 =R[p] 6 ¢ P[R]S.



A rewrite rule is an evaluation component of the program. If a rule I — r applies

(with unifier o) to an (instantiated) term 6(¢), then, to evaluate 6(t), just evaluate
o(r):

R[l =] 6t0 =if 0 = fail Vv 6(t) €V then ¢, else (G[o(r')] ¢ (o 00))vara)
where ' = ' =ren(l = r,Var(8) UVar(t)) and o =unif(6(t),l')

The meaning of a goal or term is given as a function that, for some denotation
4 of the program and accumulated partial solution 6, yields the answer function for
this goal. However, in lazy languages, we are not interested in a total evaluation
of the arguments of a given function symbol. Since the arguments in the left-hand
sides of rules are flat constructor terms or variables (see Section 4.3), we evaluate the
expressions up to head normal form in order to apply some rule. Therefore, when a
goal is a head normal form, we stop the (lazy) evaluation: G[t] 6 8 =t — {0} if ¢ is
a variable or a constructor-rooted term.

If the goal is an operation-rooted term f(%), then a rule directly applies and we
use the denotation of the program to obtain the meaning of the goal: G[f ()] § 6 =
5(£(7) 6. -

If the goal is a case expression case(s, =), we may need some evaluation of the
selection argument s. In this case, we evaluate s up to a hnf, thus obtaining the
answer ¢; = G[s] § 6. Next, we apply the denotation of the program to the case
expression with s replaced by all its possible evaluations s’ € A(1);):

Glcase(s,2)] 6 6 = o s € Ay (6(case(s', 2)) (0" 0 60))Lvar(o)
0" € hs(s")

As usual, the denotation dy of a program is defined as the least fixpoint” of the
defining equations, i.e., do = fix P[R U E] where R contains the rewrite rules for
operations and case functions and F is the set of equality rules of the given signature.
Now, we can directly obtain the meaning of a given equation e by means of the
function G[ ] as follows: ¢» = G[e] o €, where € is the identity substitution with
Dom(e) = Var(e). We can also obtain the result ¢ of the complete evaluation of
a given term t as follows: let ' = G[X = t] o €, where X is a fresh variable
and e is the identity substitution with Dom(e) = Var(t) U {X}. If ¢’ = ¢, then
¢ = 1. Otherwise, ¥’ must be a unique answer of the form true — {6;{X —
t1},. ., 0.{X — t,},...}, since equalities can only be derived to the constant true.
Then ¢ =t; = {61} o---ot, = {O,} o

5.3 Properties of the semantic functions

The following proposition allows us to express a solution 8 obtained from the evalu-
ation of either an operation rooted term or a case expression with evaluated selection

6ren(s, W) denotes the renaming of s so that the new variant of s has no variables in common
with W. By introducing a total ordering on V, it is easy to define ren as a function.

"We consider the standard ordering in the domains, e.g., @ is the least element in sets and
functions are ordered pointwise on their domains.

10



argument, as a combination of the first mgu o used to narrow the term and the answer
which corresponds to the evaluation of the rhs instantiated by o.

Proposition 5.2 Let t be either an operation rooted term t = f(t) or t = case(s,Z)
where s is a hnf such that there is a variant o, : I' — 7' of a rule which can be
applied to t with mgu o. Let © be the set of all of such unifiers. Let 1» = G[t] ¢ €
with Var(e) = Var(t) and ¥, = Go(r')] § € with Var(e') = Var(o(r')). Then
Y= 006@(0 < w:lr)*erar(t)'

Roughly speaking, the following proposition amounts to say that we can express a

solution € of a case expression case(s,Z) with a non evaluated selection argument s
as a combination of the solutions ¢ of the evaluation s’ of s and the answers corres-

ponding to the partially evaluated goal case(s',=Z).

Proposition 5.3 Let t = case(s, =), where s is not a hnf. Let e; such that Var(es) =

Var(s). Then B
1/1 = G[[C(IS@(S, E)]] de=0o s' € A(,(p;) (¢ < 1/’(!))*](1)117'(6)
¢ € Py(s)
where i = G[s] 6 €5, 1y = Gp(case(s',E))] 6 €, Var(e') = Var(¢(case(s', 2))).

These propositions express the compositional behavior of the semantic evaluations.
Note the similarities with the result shown in Proposition 3.5 for the operational
setting.

The main result of the paper is given now. It expresses that the semantic definition
reflects the operational behavior of the needed narrowing strategy.

Theorem 5.4 (Adequacy of the semantics w.r.t. needed narrowing)

Let R = (X, R) be an inductively sequential TRS and R' = (XU X., R' U R,.) be the
case version of R. Lett € T(X,V) and t' € HNFx. Let € be the identity substitution
with Dom(e) = Var(t). If v = G[t] 6 €, then

N
t '\’)*U t' e O-J/Var(t)e ¢(tl)

6 Conclusions and further work

We have presented a denotational semantics for lazy functional logic languages based
on the needed narrowing strategy. Our semantics is the first denotational definition
of needed narrowing.

Some abstract interpretation frameworks reinforce the use of denotational se-
mantics as the formal basis for data-flow program analysis by giving an intermediate
meta-language able to couch the program as a set of semantic equations [10, 12]. In
this way, a given analysis can be defined as a particular interpretation of the lan-
guage. Therefore, this is a reusable framework for program analysis. We plan to
apply this kind of strategy for the analysis of functional logic programs based on
needed narrowing strategy.

11
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