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Combining Static and Dynamic Contract Checking for Curry
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Abstract. Static type systems are usually not sufficient to express all requirements on function
calls. Hence, contracts with pre- and postconditions can be used to express more complex con-
straints on operations. Contracts can be checked at run time to ensure that operations are only
invoked with reasonable arguments and return intended results. Although such dynamic contract
checking provides more reliable program execution, it requires execution time and could lead to
program crashes that might be detected with more advanced methods at compile time. To improve
this situation for declarative languages, we present an approach to combine static and dynamic
contract checking for the functional logic language Curry. Based on a formal model of contract
checking for functional logic programming, we propose an automatic method to verify contracts
at compile time. If a contract is successfully verified, it can be omitted from dynamic checking.
This method decreases execution time without degrading reliable program execution. In the best
case, when all contracts are statically verified, it provides trust in the software since crashes due
to contract violations cannot occur during program execution.

Keywords: Declarative programming, contracts, verification

1. Introduction

Static types, provided by the programmer or inferred by the compiler, are useful to detect specific
classes of run-time errors at compile time. This is expressed by Milner [[1] as “well-typed expressions
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do not go wrong.” However, not all requirements on operations can be expressed by standard static
type systems. Hence, one can either refine the type system, e.g., use a dependently typed program-
ming language and a more sophisticated programming discipline [2]], or add contracts with pre- and
postconditions to operations. Stronger type systems are quite expressive, but programming in a lan-
guage with dependent types can be challenging since one has to construct proofs expressed as types
before running the program. The use of contracts does not provide strong compile-time guarantees,
but contracts are easier to use since they can be automatically checked at run time. Hence, one can
write programs without additional efforts to prove the correctness of contracts.

Since contracts can easily be added to any programming language and do not require changes in
the traditional way of software development, we consider them in this paper. As a motivating example,
consider the well-known factorial function:

fac n = if n==0 then 1
else n * fac (n-1)

Although fac is intended to work on non-negative natural numbers, standard static type systems cannot
express this constraint so that

fac :: Int — Int

is provided or inferred as the static type of £ acEI Although this type avoids the application of fac on
characters or strings, it allows to apply fac on negative numbers which results in an infinite loop.

A precondition is a Boolean expression that restricts the applicability of an operation. Following
the notation proposed in [3]], a precondition for an operation f is a Boolean operation with name
f’pre. For instance, a precondition for fac is

fac’pre n = n >= 0

To use this precondition for checking invocations of fac at run time, a preprocessor could transform
each call to fac by attaching an additional test whether the precondition is satisfied (see [3]]). After
this transformation, an application to fac to a negative number results in a run-time error (contract
violation) instead of an infinite loop.

Unfortunately, run-time contract checking requires additional execution time so that it is often
turned off, in particular, in production systems. To improve this situation for declarative languages,
we propose to reduce the number of contract checks by (automatically) verifying them at compile
time. Since we do not expect to verify all of them at compile time, our approach can be seen as a
compromise between full static verification, e.g., with proof assistants like Agda, Coq, or Isabelle,
which is time-consuming and difficult, and full dynamic checking, which might be inefficient.

For instance, one can verify (e.g., with an SMT solver [4]) that the precondition for the recursive
call of fac is always satisfied provided that fac is called with a satisfied precondition. Hence, we can
omit the precondition checking for recursive calls so that n — 1 precondition checks are avoided when
we evaluate fac n.

In the following, we make this idea more precise for the functional logic language Curry [5],

!The inferred type depends on the underlying static type system. For instance, Haskell (and also implementations of Curry
supporting type classes) infers the more general overloaded type Num a => a — a.
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briefly reviewed in the next section, so that the same ideas can also be applied to purely functional
as well as logic languages. After discussing contracts for Curry in Sect. [3| we define a formal model
of contract checking for Curry in Sect. 4 This is the basis to extract proof obligations for contracts
at compile time. If these proof obligations can be verified, the corresponding dynamic checks can be
omitted. Some examples for contract verification are shown in Sect. 5| The current implementation
is sketched in Sect. [f] and benchmark results are presented in Sect.[7} Section [§]discusses other areas
where the results of static contract checking can be applied. Finally, we discuss in Sect. [9|related work
before we conclude.

2. Functional Logic Programming and Curry

Functional logic languages combine the most important features of functional and logic programming
in a single language (see [6] for a recent survey). In particular, the language Curry [J5] conceptually
extends Haskell with common features of logic programming, i.e., non-determinism, free variables,
and constraint solving. Since we discuss our methods in the context of functional logic programming,
we briefly review those elements of functional logic languages, such as Curry, that are necessary
to understand the contents of this paper. More details can be found in surveys on functional logic
programming [6]] and in the language report [Sl].

The syntax of Curry is close to that of Haskell [7]. In addition to Haskell, Curry applies rules with
overlapping left-hand sides in a (don’t know) non-deterministic manner (where Haskell always selects
the first matching rule) and allows free (logic) variables in conditions and right-hand sides of rules.
These variables must be explicitly declared (e.g., by let...free) unless they are anonymous. Function
calls can contain free variables, in particular, variables without a value at call time. These calls are
evaluated lazily where free variables as demanded arguments are non-deterministically instantiated

(8]

Example 2.1. The following simple program shows the functional and logic features of Curry. It
defines an operation “++” to concatenate two lists. This definition is identical to an implementation in
Haskell. The operation ins inserts an element at some (unspecified) position in a list:

(++) :: [a] — [al — [al
(] ++ ys = ys

(x:x8) ++ ys = x : (xs ++ ys)
ins :: a — [a] — [al

ins x ys =X : ys

ins x (y:ys) =y : ins x ys

Note that ins is a non-deterministic operation since it might deliver more than one result for a given
argument, e.g., the evaluation of ins 0 [1,2] yields the values [0,1,2], [1,0,2], and [1,2,0]. Non-
deterministic operations, which are interpreted as mappings from values into sets of values [9], are
an important feature of contemporary functional logic languages. Hence, there is also a predefined
choice operation:
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x?7 _ = X
-7y =y
Thus, the expression “0 7 1” evaluates to 0 and 1 with the value non-deterministically chosen.

Non-deterministic operations can be used as any other operation. For instance, exploiting ins, we
can define an operation perm that returns an arbitrary permutation of a list:

perm :: [a]l] — [al
perm [] =[]
perm (x:xs) = ins x (perm xs)

Non-deterministic operations are quite expressive since they can be used to completely eliminate logic
variables in functional logic programs. For instance, consider the definition of the Boolean conjunction
operator “&&” and the operator ifThen to represent conditional expressions

(&&) :: Bool — Bool — Bool ifThen :: Bool — a — a
True && x = X ifThen True x = X
False && _ = False

Exploiting these definitions, the expression
let x free in ifThen (x && x) x

evaluates to all values of the logic (free) variable x such that the expression “x && x” evaluates to True.
Traditionally, this is done by narrowing [8]. As an alternative, one can replace the Boolean logic
variable by a non-deterministic generator operation for Booleans defined by

aBool = False 7 True
so that the expression above can be transformed into
let x = aBool in ifThen (x && x) x

The equivalence of logic variables and non-deterministic value generators [11} [12]] can be exploited
when Curry is implemented by translation into a target language without support for non-determinism
and logic variables. For instance, KiCS2 [13]] compiles Curry into Haskell by adding a mechanism
to handle non-deterministic computations. In our case, we exploit this fact by simply ignoring logic
variables since they are considered as syntactic sugar for non-deterministic value generators.

Curry has many additional features not described here, like monadic I/O [14] for declarative in-
put/output, set functions [15] to encapsulate non-deterministic search, functional patterns [16] and
default rules [17] to specify complex transformations in a high-level manner, and a hierarchical mod-
ule system together with a package managetﬂ that provides access to currently more than one hundred
packages with several hundred modules.

Due to the complexity of the source language, compilers or analysis and optimization tools often
use an intermediate language where the syntactic sugar of the source language has been eliminated
and the pattern matching strategy is explicit. This intermediate language, called FlatCurry, has also

2ifThen can be used to transform conditional into unconditional rules [T0] so that we consider only unconditional rules in
our intermediate language presented in Fig.
http://curry-language.org/tools/cpm
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P == D;...D, (program)
D == f(xy,...,2p)=¢ (function definition)
e = x (variable)
| cler,...,en) (constructor call)
| fler,...,en) (function call)
| caseeof {p1 — e1;...;pn — e} (case expression)
|  e1ores (disjunction)
| let{z1=-e1;...;0p =€y} ine (let binding)
p = c(T1,...,Tp) (pattern)

Figure 1. Syntax of the intermediate language FlatCurry

been used to specify the operational semantics of Curry programs [18]]. Since we will use FlatCurry
as the basis for verifying contracts, we sketch the structure of FlatCurry and its semantics.

The abstract syntax of FlatCurry is summarized in Fig. [I] In contrast to some other presentations
(e.g., [1816]), we omit the difference between rigid and flexible case expressions since we do not
consider residuation (which becomes less important in practice and is also omitted in newer imple-
mentations of Curry [13]]). A FlatCurry program consists of a sequence of function definitions, where
each function is defined by a single rule. Patterns in source programs are compiled into case expres-
sions and overlapping rules are joined by explicit disjunctions. For instance, the non-deterministic
insert operation ins is represented in FlatCurry as

ins(x,2s) = (x:axs) or (case xzs of {y:ys — y:ins(z,ys)}

The semantics of FlatCurry programs is defined in [18]] as an extension of Launchbury’s natural se-
mantics for lazy evaluation [19]. For this purpose, we consider only normalized FlatCurry programs,
i.e., programs where the arguments of constructor and function calls and the discriminating argument
of case expressions are always variables. Any FlatCurry program can be normalized by introducing
new variables by let expressions [18]]. For instance, the expression “y : ins(z,ys)” is normalized
into “let {z = ins(x,ys)} in y : 2z In the following, we assume that all FlatCurry programs are
normalized.

In order to model sharing, which is important for lazy evaluation and also semantically relevant in
case of non-deterministic operations [9], variables are interpreted as references into a heap where new
let bindings are stored and function calls are updated with their evaluated results. To be more precise, a
heap, denoted by I'; A, or O, is a partial mapping from variables to expressions. The domain of a heap
I is the set of variables bound in the heap, i.e., Dom(I') = {z | I'(x) is defined}. The empty heap is
denoted by []. I'[z — €] denotes a heap I'" with IV(z) = e and I''(y) = I'(y) for all y € Dom(T") with
T F#y.

Using heap structures, one can provide a high-level description of the operational behavior of
FlatCurry programs in natural semantics style. The semantics uses judgements of the form “T" :
e | A :v” with the meaning that in the context of heap I" the expression e evaluates to value (head
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Val I':v | IT':v where v is constructor-rooted
T':e | A:w
VarE
ar=xp Fzr—el:z | Alx—v]:v
I:ple) I A:w _ S—
F h =ec€ Pandp = =
un F . f(ﬁ) U/ A cv where f(yn) e an p {yn x”l}
Let Llyk = plex)] s ple) 4 A:v  where p = {Z = yi}
I:let{zy=er}ine | A:v and 7, are fresh variables
I':ie; J A:w .
O h 1,2
' ID:ejorey | A:w where i € {1,2}
Select F:z | A:c(yn) Ac:ple) I ©:v  wherep; = c(Ty)
[:casex of {pr — ex} I ©: v and p = {7, = Un}

Figure 2. Natural semantics of normalized FlatCurry programs

normal form) v and produces a modified heap A. Figure [2] shows the rules defining this semantics
w.r.t. a given normalized FlatCurry program P, i.e., a set of function definitions according to Fig.
We use the notation oy, to refer to a sequence of objects o1, . . ., 0.

Constructor-rooted expressions (i.e., head normal forms) are just returned by rule Val. Rule VarExp
retrieves a binding for a variable from the heap and evaluates it. In order to avoid the re-evaluation
of the same expression, VarExp updates the heap with the computed value, which models sharing. In
contrast to the original rules [18]], VarExp removes the binding from the heap. On the one hand, this
allows the detection of simple loops (“black holes™) as in functional programming. On the other hand,
it is crucial in combination with non-determinism to avoid the binding of a variable to different values
in the same derivation (see [20] for a detailed discussion on this issue). Rule Fun unfolds function
calls by evaluating the right-hand side after binding the formal parameters to the actual ones via the
renaming substitution p. Let introduces new bindings in the heap and renames the variables in the
expressions with the fresh names introduced in the heap. Or non-deterministically evaluates one of
its arguments. Finally, rule Select deals with case expressions. When the discriminating argument
of case evaluates to a constructor-rooted term, Select evaluates the corresponding branch of the case
expression.

The FlatCurry representation of Curry programs and its operational semantics has been used for
various language-oriented tools, like compilers, partial evaluators, or debugging and profiling tools
(see [6] for references). We use it in this paper to define a formal model of contract checking and
extract proof obligations for contracts from programs.
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3. Contracts

The use of contracts in declarative programming languages has been motivated in Sect. [I] Contracts
in the form of pre- and postconditions as well as specifications have been introduced into functional
logic programming in [3]]. Contracts and specifications for some operation are operations with the
same name and a specific suffix. If f is an operation of type 7 — 7/, then a specification for f is an
operation f’spec of type 7 — 7/, a precondition for f is an operation f’pre of type 7 — Bool, and a
postcondition for f is an operation f’post of type 7 — 7' — Bool.

Intuitively, an operation and its specification should be equivalent operations. For instance, a spec-
ification of non-deterministic list insertion could be stated with a single rule containing a functional
pattern [16] as follows:

ins’spec :: a — [a]l] — [al
ins’spec x (xs ++ys) = xs ++ [x] ++ ys

A precondition should be satisfied if an operation is invoked, and a postcondition is a relation between
input and output values which should be satisfied when an operation yields some result. We have
already seen a precondition for the factorial function in Sect.|l} A postcondition for the same operation
could state that the result is always positive:

fac’post n f = f > 0

This postcondition ensures that the precondition of nested fac applications always holds, like in the
expression fac (fac 3). If an operation has no postcondition but a specification, the latter can be used
as a postcondition. For instance, a postcondition derived from the specification for ins is

ins’post :: a — [al] — [al] — Bool
ins’post x ys zs = zs ‘value0f ¢ ins’specg x ys

This postcondition states that the value zs computed by ins is in the set of all values computed by
ins’spec (where fg denotes the set function of f, see [13]).

Antoy and Hanus [3] describe a tool that transforms a program containing contracts and specifi-
cations into a program where these contracts and specifications are dynamically checked. This tool is
available as Curry package dsdcurry for various Curry implementations. It acts as a preprocessor so
that the transformation can be automatically performed when Curry programs are compiled. Further-
more, the property-based testing tool CurryCheck [21]] automatically tests contracts and specifications
with generated input data.

Although these dynamic and static testing tools provide some confidence in the software under
development, static verification of contracts is preferable since it holds for all input values, i.e., it is
ensured that violations of verified contracts cannot occur at run time so that their run-time tests can
be omitted. As a first step towards this objective, we specify the operational meaning of contract
checking by extending the semantics of Fig.[2] Since pre- and postconditions are checked before and
after a function invocation, respectively, it is sufficient to extend rule Fun. Assume that function f
has a precondition f’pre and a postcondition f’post (if one of them is not present, we assume that
they are defined as predicates that always return True). Then we replace rule Fun by the extended rule
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FunCheck:

U frpre(ZT,) § TV :True TV:p(e) |} A':v A’: frpost(T,,v) | A: True
:f@n) Ao

where f(7,) = e € P and p = {¥, — &, }. For the sake of readability, we omit the normalization of
the postcondition in the premise, which can be added by an introduction of a let binding for v. The
reporting of contract violations can be specified by the following rules:

I': frpre(Z,) || T’ :False
I': f(z,) | "Error: precondition of f violated"

T: frpre(Z,) | TV :True TV:ple) 4 A" :v A’: frpost(T,,v) | A :False
I': f(Z;) |} "Error: postcondition of f violated"

These rules are intended to specify when an error is reported but not used as part of a normal evalua-
tion. This means thatif I' : e | A : vis a valid judgement (where rule FunCheck is used instead of
rule Fun), all pre- and postconditions are satisfied during the evaluation of e to v.

Note that rule FunCheck specifies eager contract checking, i.e., pre- and postconditions are imme-
diately and completely evaluated. Although this is often intended, there are cases where eager contract
checking might influence the execution behavior of a program, e.g., if the evaluation of a pre- or post-
condition requires to evaluate more than demanded by the original program. To avoid this problem,
Chitil et al. [22] proposed lazy contract checking where contract arguments are not evaluated but the
checks are performed when the demanded arguments become evaluated by the application program.
Lazy contract checking could have the problem that the occurrence of contract violations depend on
the demand of evaluation so that they are detected “too late.” Since there seems to be no ideal solution
to this problem [23]] and lazy contract checking is operationally more complex, we simply stick to
eager contract checking.

4. Contract Verification

In order to statically verify contracts, we have to extract some proof obligation from the program and
contracts. For instance, consider the factorial function and its precondition, as shown in Sect.[I} The
normalized FlatCurry representation of the factorial function is

fac(n) = let { x =0 ; y = n==x }
in case y of True — 1
False — let { nl =n -1 ; f = fac(nl) }
in n * f

Now consider the call fac(n). Since we assume that the precondition holds when an operation is
invoked, we know that n > 0 holds before the case expression is evaluated. If the False branch of the
case expression is selected, we know that n = 0 has the value False. Altogether, we know that

n>0A-(n=0)
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where v 18 constructor-rooted or
Val :Clz«v{ CArz=v ] i )
v 1s a variable not bound in I'

':Clz«el D

VarE.
arsap Few—e:Clz+az | D

Fun :C|z+ f(@,) I CA frpre(Ty) A frpost(Ty, 2)

Let Llyk = pler)] : C |z« ple) 4 D where p = {T} = Yy}

I':C|z«let{Tr=ex}tine | D and 7}, are fresh variables
0 F:Clz<«e | Dy F:Clz+ e Dy
,
F:C|Z%€107’62UD1\/D2
F':Clez<+azD TI':Di|z<e | Ey...T:Dp|z<e; | Eg
Select

I':C|z< casexof {pr v ex} 4 E1 V...V Ej
where D; =D Az =p; (i=1,...,k)

Figure 3. Assertion-collecting semantics

holds when the right-hand side of the False branch is evaluated. Since this implies that n > 0 and,
thus, (n — 1) > 0 holds (in integer arithmetic), we know that the precondition of the recursive call to
fac always holds. Hence, its check can be omitted at run time.

This example shows that we have to collect properties that are ensured to be valid when we reach
particular points in the rules’ right-hand sides. For this purpose, we define an assertion-collecting se-
mantics. It is oriented towards the concrete semantics shown before but has the following differences:

1. We compute with symbolic values instead of concrete ones.
2. We collect properties that are known to be valid (also called assertions in the following).
3. Instead of evaluating functions, we collect their pre- and postconditions.

This semantics uses judgements of the form “I" : C' | z <~ e || D” where I is a heap, z is a (result)
variable, e is an expression, and C and D are assertions, i.e., Boolean formulas over the program
signature. Intuitively, this judgement means that if e is evaluated to z in the context I" where C' holds,
then D holds after the evaluation.

Figure |3| shows the rules defining the assertion-collecting semantics. In order to emphasize the
relation between the concrete semantics (Fig. [2) and this assertion-collecting semantics, we use the
same names but different fonts for the inference rules. Rule Val immediately returns the collected
assertions. Since this semantics is intended to compute with symbolic values, there might be vari-
ables without a binding to a concrete value. Hence, Val also returns such unbound variables. Rule
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VarExp behaves similarly to rule VarExp of the concrete semantics and returns the assertions collected
during the evaluation of the expression. Note that the assertion-collecting semantics does not really
evaluate expressions since it should always return the collected assertions in a finite amount of time.
For the same reason, rule Fun does not invoke the function in order to evaluate its right-hand side.
Instead, the pre- and postcondition information is added to the collected assertions since they must
hold if the function returns some value. The notation f’pre(Z;) and f’post(Z,, z) in the assertion
means that the logical formulas corresponding to the pre- and postcondition are added as an assertion.
These formulas might be simplified by replacing occurrences of operations defined in the program
by their definitions. Rule Let adds the let bindings to the heap, similarly to the concrete semantics,
before evaluating the argument expression. Rules Or and Select collect all information derived from
alternative computations, instead of the non-deterministic concrete semantics. Rule Select also col-
lects inside each branch the condition that must hold in the selected branch, which is important to get
precise proof obligations. To avoid the renaming of local variables in different branches, we implicitly
assume that all local variables are unique in a normalized function definition.
In contrast to the concrete semantics, the assertion-collecting semantics is deterministic:

Proposition 4.1. (Uniqueness)
Let I be a heap, C' an assertion, z a variable, and e an expression. Then there is a unique (up to
variable renamings in let bindings) proof tree and assertion D so that the judgement

'-Clz<«el D
is derivable.

Proof:

First of all, note that for any heap I, assertion C, variable z, and expression e, there is one and only one
(up to the names of fresh variables chosen in rule Let) applicable inference rule for a judgement of the
formI': C' | z < e || D for some assertion D. Thus, in order to prove the proposition, it is sufficient
to show that the premises are always smaller than the conclusion w.r.t. some size measure. For this
purpose, we define the size of an expression as the number of all symbols occurring in it. The size of
a heap is the sum of the sizes of all bound expressions. The size of a judgement ' : C' | z e || D
is the sum of the size of the heap I' and the size of e. We show that the premises have smaller sizes
than the conclusion by a case distinction on the rules having premises:

e Rule VarExp: Since the bound expression e is removed from the heap and the variable z is
replaced by e, the size of the premise is decreased by one symbol.

e Rule Let: Since p is a variable renaming, the sum of the sizes of the heap and expressions in the
premise is smaller than the size of the conclusion.

e Rules Or and Select: In each premise, the size of the expression is decreased and the heap in the
premises remains identical.
(]
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The assertion-collecting semantics allows to extract proof obligations to verify contracts. For instance,
to verify that a postcondition f’post for some function f defined by f(Z;) = e holds, one derives a
judgement (where z is a new variable)

[: f'pre(ZTn) |z € | C

and proves that C implies f’post(Zy, 2).
As an example, consider the non-deterministic operation

coin = 1 or 2
and its postcondition
coin’post z =z > 0

(the precondition is simply True). We construct for the right-hand side of coin the following proof
tree:

‘(/;ll J:true|z< 11 2=1 []:true\z%2l}z:2val
,

[J:true|z<1or2 | z=1Vz=2

Since z = 1V 2z = 2 implies z > 0, the postcondition of coin is always satisfied.
If we construct the proof tree for the right-hand side e of the factorial function, we derive the
following judgement:

:n>0]z<eld mM>0Ny=trueNz=1)V(n>0Ay= false)

Since there is no condition on the result variable z in the right part of the disjunction, this assertion
does not imply the postcondition z > 0. The reason is that the recursive call to fac is not considered
in the proof tree since it does not occur at the top level. Note that rule Fun only adds the contract
information of top-level operations but no contracts of operations occurring in arguments. Due to the
lazy evaluation strategy, one does not know at compile time whether some argument expression is
evaluated. Hence, it would not be correct to add the contract information of nested arguments. For
instance, consider the operations

const Xy =y

fx | x>0=0
f’post x z = x >0

g x = const (f x) 42

If e denotes the right-hand side of g (in normalized FlatCurry form), then we can derive with the
inference rules of Fig. [3|the judgement

[ : true | z < e | true

If we change rule Fun so that the contracts of argument calls are also added to the returned assertion,
then we could derive
[|:true|z<+el >0
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This postcondition is clearly wrong since (g 0) successfully evaluates to 42.

Nevertheless, we can improve our semantics in cases where it is ensured that arguments are evalu-
ated. For instance, primitive operations, like +, *, or ==, evaluate their arguments before the operation
is applied. This can be specified in the concrete semantics of Fig. 2] by adding the following inference
rule (where the left occurrence of the primitive operation & in the conclusion denotes the syntax of
the primitive operation, whereas the right occurrence of the same symbol denotes the semantics, i.e.,
the mathematical function denoted by this symbol):

F:iz J Atv, Ay ) ©:0,
20yl 6:v, © vy

PrimOp where @ € {==,+,-,%,...}

In order to collect appropriate assertions for primitive operations, we add the following rule to the
assertion-collecting semantics (and restrict rule Fun to exclude these operations):

':Cle«azyD T':D]jy+~vyl FE
F:Clz+ax@yl| ENz=2x Dy

PrimOp where @ € {==+,-,%,...}

Since primitive operations are often known to the underlying verifier, we collect the information about
the call of the primitive operations. In a similar way, one can also improve user-defined functions if
some argument is known to be demanded, a property which can be approximated at compile time by
a demand analysis [24]].

If we construct a proof tree for the factorial function with these refined inference rules (see Fig. ),
we obtain the following (simplified) assertion:

NM>0An=0Az=1)V(n>20An#0Anl>0ANf>0Az=nx*f)

Since this assertion implies z > 0, the postcondition fac’post holds so that its checking can be
omitted at run time.

Proof obligations for preconditions can also be extracted from the proof tree. For this purpose, one
has to consider occurrences of operations with non-trivial preconditions. If such an operation occurs
as a top-level expression or in a let binding associated to a top-level expression and the assertion before
this expression implies the precondition, then one can omit the precondition checking for this call. For
instance, consider again the proof tree for the right-hand side of the factorial function which contains
the following (simplified) judgement:

[:n>0An#0|z+let{nl=n—1;f= facnl}innxf | ...

Sincen > 0An # 0Anl =n— 1implies nl > 0, the precondition holds so that its check can be
omitted for this recursive call.

The correctness of our approach relies on the following theorem stating a relation between the
concrete and the assertion-collecting semantics. In this claim, T denotes the representation of heap
information as a logic formula, i.e.,

r= /\{a: =e |z~ e €T, e constructor-rooted or a variable}
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Theorem 4.2. (Correctness) R
LetT : e || A :wvbeavalid judgement, z a variable, and C an assertion such that I' = (' is valid.

Then there is a valid judgement I' : C' | z + e | D with (A A z = v) = D.

In this theorem and the subsequent propositions, we assume a semantics with contract checking which
consists of the rules shown in Fig. 2] where rule Fun is replaced by rule FunCheck and the additional
rule PrimOp is used to evaluate primitive operations.
Theorem can be applied as follows. If some function f is defined by rule f(Z;) = e, the
judgement
[: frpre(@n)[24e | D

is valid, and D implies f’post (T, z), we know that the postcondition holds for any call to f so that
we can remove the postcondition check for f from the program code. Note that this relates to the
partial correctness of postconditions. If the actual evaluation does not terminate, as for

loop = loop

any postcondition for loop can be verified (which is fine since removing the postcondition checking
code from loop does not change the result).

In order to prove this theorem, we need a few lemmas. The first lemma shows that assertions that
are valid w.r.t. an initial heap are also valid w.r.t. the result heap of a computation.

Lemma 4.3. Let I be a heap and €' an assertion such that = C. IfTl : e J A :wisa valid
judgement, then A = C.

Proof:
We prove by induction on the height of the proof tree for the judgement I : e | A : v (w.r.t. the
natural semantics with contract checking) that '=cC implies A = C for any assertion C.

Base case: Rule Val is applied so that A = I' and the claim vacuously holds.

For the induction step, we consider the different kinds of inference rules used to derive the judge-
ment:e | A:w.

e Rule VarExp is applied so that

IM:e | A :v
Mzw—el:x | Alz—v]:v

where I' = I"[z + e] and A = A'[z — v].

We distinguish the kind of expression e bound to z:

1. e is constructor-rooted: Then T = T/ A x = e. Since e is constructor-rooted, rule Val is
applied to the premise IV : e || A’: v sothat A’ =T and v = e. Hence

A = ANz—v] = ANpaz=v = D'Az=e¢ = Mze =T

and A = C follows from our assumption.
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2. eissome variable y: Then F=0'Az= = yand DAz = y = C. We define C’ by replacing
all occurrences of z by y in C. Then IV = C’. By the induction hypothesis, A = C’
Since e is the variable y, rule VarExp has been applied to the premise I":e || A:
so that A’(y) = v. Hence, A’ = C’ is equivalent to A’ Ay = v = C’. This implies
A’/\x—v/\y—v = C’. Due to the definition of (", AN Az =vAy=v= C. Since
x and y are both bound to v in A, A= C.

3. e is operation-rooted: Then r=1. By the induction hypothesis, A’ = C which implies
A’ A x = v = C. This proves the claim since A=A Az =v.

Rule FunCheck is applied:
: fopre(m,;) | IV:True TV:p(e) || A':v A’: frpost(T,,v) || A: True
I:f(zn) § A:w
where f(7) = e € P and p = {Jn 7 Z}. Assume that I = C. By induction hypothesis

applied to the first premise, IV = C holds. This implies A" = C' (by induction hypothesis on
the second premise) and A = C (by induction hypothesis on the third premise).

Rule Let is applied:
Ulyr = pler)] : ple) 4 Az
D:let{zp=er}tine | A:v

o —

Assume that T = C holds. Since yj, are fresh variables, also I'[yx — p(ex)] = C holds. By
induction hypothesis, A = C holds.

Rule Or is applied:
F:e; § Ao
T:ejorey § A:w

for i € {1,2}. Then the claim follows from the induction hypothesis.

Rule Select is applied:

Fiz | ©:c(tn) ©:ple;) I A:w
I':casex of {pr = er} 4 A:wv

where, for some i, p; = ¢(Z;,) and p = {Z;, = Yy }. Assume that T = C holds. The induction
hypothesis implies 0=C. Again, we can apply the induction hypothesis to show that A=C
holds.

Rule PrimOp is applied:
iz J ©:2 ©:y § Ay
Frrcoeoyl A2 @ ¢

where @ € {==+-,%,...} is some primitive operation. Assume that [' = C holds. The
induction hypothesis implies © = C'. Again, we can apply the induction hypothesis to the right
premise to show that A = C' holds.
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O

The next lemma shows that assertions collected with a result heap can also be collected with the initial
heap of a computation.

Lemmadd. LetI':e || A:vandA:C |z <+ ¢ | D be valid judgements where ¢’ does not
contain fresh variables introduced by evaluating e, i.e., variables from Dom(A)\Dom/(I"). Then there
exists an assertion D and a valid judgement T : C' | z + ¢’ | D with D' = D.

Proof:

By Prop. there is a unique proof tree for the judgement I' : C' | z < ¢’ |} D for an assertion D.
The difference between I" and A are (1) additional bindings (by rule Ler) and (2) updated bindings for
non-constructor-rooted expressions (by rule VarExp). In the assertion collecting semantics, the heap is
used only in rule VarExp to look up variables which are further inspected and might lead to additional
assertions. Since €’ does not contain variables from Dom/(A)\Dom/(T"), the only difference between
D’ and D is that D’ might contain additional equations for variables which are bound to operation-
rooted expressions in I'. Hence, D' = D. a

Now we return to the proof of the main theorem.

Proof:
[of Theorem[d.2]] The proof is by induction on the height & of the proof tree w.r.t. the natural semantics
with contract checking.

Base case (h = 0): Rule Val is applied, i.e., e = v and v is constructor-rooted. By rule Val,
I':Clz+wv | CAz=wvisavalid judgement. IfT = C,then T Az =v = C Az = valso holds
which shows the claim.

For the induction step (b > 0), we consider the different kinds of inference rules used to derive
the judgement " : e || T7: .

e Rule VarExp is applied:

Assume that I'[z — ¢] = C.

1. e is constructor-rooted: Then, by rule Val, A =T', v = ¢, and
''Clz«el Chrz=e
lxr—e]:Clzaxz ) CAhz=¢€

o —

is a valid derivation. Since I'[x +— €] A z = e = C A z = e, the claim holds in this case.

2. e is operation-rooted: Then F[?»—\Ha] — I'sothat ' = C. Since the height of the proof
tree forI': e | A : v is smaller than h, by induction hypothesis, ' : C' | z <= e |} D is
valid and A A z = v = D. Hence,

':Clz<«el D
Fxzw—el:Clz+xz | D
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is a valid derivation. Since Alz —v] = AAz = vand AAz = v = D, we have

—

Alx — v] A z = v = D so that the claim also holds in this case.
e Rule FunCheck is applied:
U: fopre(m,) | IV:True TV:p(e) |} A':v A’: frpost(T,,v) |} A: True
I:f(@n) I Ao

where f(¥,,) = e € P and p = {J, = Tp, }. Assume that I'= C.Since : ‘pre(T,) | I':
True, the precondition holds w.r.t. ", i.e., I = f pre(Z,). By Lemma 3| IV = C so that
we have [V = C' A f’pre(Z,). Similarly, we have

A = C A frpre(@) A fpost(Tn,v) (1)
The application of rule Fun shows
[:Clz« f(@n) 4 CA frpre(Tn) A fpost(Tn, 2)
Thus, the claim holds since A A z = v = C A f’pre(Z,) A f’post(Ty, v) is a consequence of
(L).

e Rule Let is applied:
Ulyr = pler)] - ple) 4 Az
D:let{zp=er}tine | A:v
Assume that I' = C holds. Let I" = [y, — p(ex)]. Then [V = C also holds. By induction
hypothesis,

Llyr = plex)] : C'| z <= p(e) 4 D
is valid and A A z = v = D. Then the application of rule Let

Ulyr = pler)] : C |z < ple) § D
F:Clz«+let{Zr=¢ex}tine | D

is a valid derivation step so that the claim holds.

e Rule Or is applied:
F:e; § Ao
T:ejorey § A:w

fori € {1,2}. Assume that T = C holds and i = 1 (the other case is symmetric). By induction
hypothesis, ' : C' | z «—e1 |} DyisvalidandT'Az = v = D;. By Prop there exists some
assertion D9 and a derivation tree showing that I" : C' | z <— ey |} Dy is valid. Thus,

F:Clz<+e | Dy F:Clz<+ e || Dy
I:C|z+eorey | D1V Dy

is a valid derivation step. Since TAz=v= Dy, TAz=v= Dy V Dy which shows the
claim.
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e Rule Select is applied:

F:xz | A:c(@n) A:ple) I ©:wv
I':casex of {pr —ex} | ©:v

where, for some i, p; = ¢(T,,) and p = {T, = Yn}. Assume that ' = Choldsand i = 1
(the other cases are symmetric). By induction hypothesis applied to I' : = || A : ¢(7n),
I':C|z+ 2 | Disvalidand A Az = ¢(g,;) = D holds. Since rule VarExp must be
applied to derive I' : # |} A : c(¥n), A = Alz — (7)) so that A = D Az = c(Tn).
Let D1 = D Az = ¢(¥,). Hence, by induction hypothesis applied to A : p(e;) | © : v,
A: Dy |z« pler) | E}isvalidand © A z = v = E}. Since the difference between p(e1)
and e; are the missing bindings of fresh pattern variables and rule Val adds simple equations
for unbound variables, there is also a derivation tree for A : Dy | z < e; | E} where EY is
weaker than F, ie., © A z = v = E/. By Lemma there is an assertion £; and a valid
judgementI' : Dy | z « ey | E; with EY = E. By Prop. there are derivations for the
remaining branches, i.e., I': D; | z < ¢; || E; (i =2,...,k). Altogether, the inference step

I':Clez<+az D TI':Di|z<e | By ...T:Dp|z< e, | Eg
I':C|z< casexof {pp v ex} 4 E1 V...V Ej

is valid and C:) Nz=v= Ei’ = F| = E; V...V E. which shows the claim.

e Rule PrimOp is applied:
F:z | A:2/ A:y || ©:9
rraey | 0:2/ &y

where @ € {==,+,-,*,...} is some primitive operation. Assume that [ = C holds. By
induction hypothesis applied to the left premise, I' : C' | z <— = | D is valid and ANg =
z’ = D holds. Since rule VarExp must be applied to derive I' : || A :2', A = Az = 2]
so that A = D. Similarly, the induction hypothesis applied to the right premise yields a valid
judgement A : D |y + y | E' with © = E'. By Lemma there is an assertion F and a
valid judgement ' : D | y + y |} F with E/ = E. Altogether, the inference step

I''Cle«az{yD I':D|y+<yl E
F:Clz+ oy  ENz=2 Dy

isvalidand O Az =z @ y=EAz=2x & y which shows the claim.

5. Examples for Contract Verification

There are various recursively defined operations with pre- and postconditions that can be verified sim-
ilarly to fac as shown above. For instance, the postcondition and the preconditions for both recursive
calls to fib in
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fib :: Int — Int
fib x | x == 0 =0
| x == 1 =1

| otherwise = fib (x-1) + fib (x-2)

n >
f >

fib’pre n =

0
fib’post n f 0

can be verified with a similar reasoning.

SMT solvers like Z3 [4] provide good reasoning on integer theories. This can be successfully
applied to verify more complex postconditions. For instance, consider the function that sums up all
natural numbers:

sum :: Int — Int
sum n = if n==0 then O
else n + sum (n-1)

The precondition requires that the argument must be non-negative, and the postcondition specifies the
correctness of this function by Gauss’ formula:

sum’pre n = n>=0
sum’post n f = f == n * (n+l1) ‘div‘ 2

Our method allows a fully automatic verification of this postcondition.
The precondition on the operation take defined by

take :: Int — [a]l] — [al

take 0 xs =[]

take n (x:xs) | n>0 = x : take (n-1) xs
take’pre n xs = n >= 0

can be verified similarly to fac or £ib since the list structures are not relevant here. On the other hand,
the verification of the precondition of the recursive call of function 1ast defined by

last :: [a] — a
last [x] = x
last (_:x:xs) = last (x:xs)

last’pre xs = not (null xs)

requires the verification of the implication
not (null xs) A zs = (y:ys) Ays = (z:28) = not (null (z:2s))

This can be proved by evaluating not (null (z:zs)) to true. Hence, a reasonable verification strat-
egy includes the simplication of proof obligations by symbolic evaluation before passing them to the
external verifierf]

A more involved operation is the list index operator which selects the nth element of a list:

4Since Curry programs might contain non-terminating operations, one has to be careful when simplifying expressions. In
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nth :: [al] — Int — a
nth (x:xs) n | n==0 = x
| n>0 = nth xs (n-1)

nth’pre xs n = n >= 0 && length (take (n+1) xs) == n+l

The precondition ensures that the element to be selected always exists since the selected position is
not negative and not larger than the length of the list. The use of the operation take (instead of the
simpler condition length xs > n) is important to allow the application of nth also to infinite lists. To
verify that the precondition holds for the recursive call, one has to verify that

n > 0 Alength (take (n+ 1) xzs) =n+1Azs= (y:ys) An0An >0

implies

(n—1)>0 A length (take (n —1)+1)ys) =(n—1)+1

The proof of the first conjunct uses reasoning on integer arithmetic as in the previous examples. The
second conjunct can also be proved by SMT solvers when the rules of the operations length and take
are axiomatized as logic formulas (see below).

The final example is strongly related to functional logic programming since it states a property
about a non-deterministic operation. We already presented in Sect. [2| the definition of the operation
perm which non-deterministically returns some permutation of a list. Any correct implementation of
a permutation algorithm should satisfy the property that the length of a permutation of a list [ should
be identical to the length of /. This can be expressed by the following postcondition:

perm’post :: [a] — [al] — Bool
perm’post xs ys = length xs == length ys

Antoy et al. [26] propose methods and a tool to translate Curry programs into Agda programs in order
to verify properties of a given Curry program. Two different transformation methods to deal with
non-deterministic operations are presented. Depending on the transformation method, the proof of
the property perm’post requires between a few lines and one page of Agda code. Using our contract
checker, the property can be verified in a fully automatic manner. Similarly to [26]], we also state a
property about the non-deterministic list insertion operation ins:

ins’post :: a — [a]l] — [a]l] — Bool
ins’post xs ys = length xs + 1 == length ys

Both postconditions perm’sort and ins’sort will automatically be verified with our implemented
tool (see next section), where the postcondition ins’sort is necessary to verify the postcondition
perm’post.

order to ensure the termination of the simplification process, one can either limit the number of simplification steps or use
only operations for simplification that are known to be terminating. Since the latter property can be approximated by various
program analysis techniques, the Curry program analyzer CASS [25] contains such an analysis.
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6. Implementation

We implement static contract verification as a fully automatic tool which tries to verify contracts at
compile time and, in case of a successful verification, does not generate code for dynamic (run-time)
contract checking. The complete compilation chain with this tool is as follows:

1. The program under consideration is compiled with the standard Curry front end into an inter-
mediate FlatCurry program.

2. For each postcondition f’post, the contract verifier extracts the proof obligation as described
in Sect.[d

3. Each proof obligation is translated into SMT-LIB format (the standard input language for SMT
solvers [27]) and sent to an SMT solver (here: Z3 [4]]).

4. If the validity of the postcondition cannot be verified by the SMT solver, the definition of the
operation f is decorated with code to check the postcondition at run time.

5. Similarly, for each precondition f’pre and each call to f, the contract verifier extracts the proof
obligation for this call together with the precondition and sends it to the SMT solver. If the
validity of the precondition cannot be verified, f will be called with a run-time check for this
precondition, otherwise the run-time check will be omitted.

Thus, if no static proof is successful, all contracts are added as run-time checks, as sketched in Sect. 3]
and described in [3]. If all contracts can be verified, the program code is not modified and we have a
high confidence in our code.

Although the general extraction of proof obligations from a given program with contracts is clear
from the description in Sect. |4} the translation of these proof obligations into SMT-LIB format requires
some design decisions caused by the specific nature of a functional logic language like Curry. We
discuss some of these issues in the following.

When pre- and postconditions are constructed from a fixed set of operations that are known to the
underlying SMT solver (e.g., as in LiquidHaskell [28]]), one can directly translate the proof obligations
for contract checking into SMT-LIB formulas. However, we also allow user-defined operations (like
length or take in the precondition of nth) in contracts so that their meaning must be axiomatized in
the SMT language. Due to the features of Curry, it might be necessary to transform

e polymorphic algebraic data types and
e polymorphic, possibly non-deterministic operations

into SMT-LIB. The transformation of data types can be directly implemented. Since version 2.6 of
SMT-LIB [27]], there are commands declare-datatype and declare-datatypes to introduce single
and mutually recursive data types, respectively, which can also be parameterized by sorts. Further-
more, there is a match construct for pattern matching on values of algebraic data types.

The transformation of arbitrary Curry operations is more involved. Although mutually recursive
functions can be defined in SMT-LIB via the define-funs-rec command, functions defined in Curry
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can be polymorphic and also non-deterministic. Both features are not supported by SMT-LIB (al-
though some SMT solvers have extensions for polymorphic functions). Inspired by [29], we introduce
anew SMT construct define-pfuns-rec to define a set of mutually recursive function signatures and
corresponding terms defining the semantics of these functions. The general syntax is

(define-pfuns-rec (st; ... sty))

Each st; has the form

(par (s1 ... sp) (f ((xy 01) ... (g 0p)) o) 1)
where s, ..., Si are sort parameters, o1, . .., 0y, 0 are sorts, possibly containing the sort parameters,
describing the signature of the function f, and ¢ is a term over the parameters x1, . . . , Z,, specifying

the meaning of the function f. For instance, the polymorphic predicate null (used in the example
last) is defined in the prelude of Curry as follows:

null :: [al] — Bool
null [] = True
null (_:_) = False

Since pattern matching is represented in FlatCurry by case expressions, the translation into SMT is
straightforward:

(define-pfuns-rec
((par (a) (null ((x1 (List a))) Bool)
(match x1 ((nil true)
((insert h t) false))))))

Since SMT-LIB does not support polymorphic operations, this definition cannot be directly translated
into SMT. In order to reason about properties of polymorphic operations (as in the examples take,
last, or nth), one could introduce a new “type variable” sort

(declare-sort TVar 0)

and instantiate all sort parameters to this specific sort so that the definition above is translated into the
SMT statements

(declare-fun null ((List TVar)) Bool)

(assert
(forall ((x1 (List TVar)))
(= (null x1)
(match x1 ((nil true)
((insert h t) false))))))

However, this does not work for operations that are applied to values of specific types. For instance,
if we apply null to a list of Booleans and a list of integers, we need different type instantiations.
Therefore, our contract prover collects all type instantiations of polymorphic operations used in an
SMT script and specializes the generic operations on these types, e.g., type-specific operations like
null_Bool or null_Int are generated. Since these operations might call other generic operations
which must also be type-specialized, the entire process is implemented as a fixpoint computation on
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Table 1. Benchmarks comparing dynamic and static contract checking

Expression dynamic | static+dynamic | speedup
fac 20 0.00 0.00 n.a.
sum 1000000 0.99 0.19 5.10
fib 35 1.95 0.60 3.23
last [1..20000000] 0.63 0.35 1.78
take 200000 [1..] 0.31 0.19 1.68
nth [1..] 50000 26.33 0.01 2633
allNats 200000 0.27 0.19 1.40
init [1..10000] 2.78 0.00 >277
[1..20000] ++ [1..1000] 4.21 0.00 >420
nrev [1..1000] 3.50 0.00 >349
rev [1..10000] 1.88 0.00 >188

each define-pfuns-rec definition.

To translate non-deterministic operations into SMT functions, one can use existing approaches to
transform non-deterministic operations into pure functions. For instance, methods to translate Curry
programs into Agda programs are proposed in [26]. One of these techniques, called “planned choices,”
is quite appropriate here since it assumes an oracle for making the right non-deterministic choices.
This oracle is added as an argument to each non-deterministic operation and its initial value can be
modeled as a constant in an SMT script.

Note that the translation of user-defined operations is necessary only if such operations are used
in pre- and postconditions. Thus, it is an acceptable limitation that not all features of Curry are fully
modeled by our translator. For instance, higher-order features are replaced by free variables (i.e.,
properties introduced by their application are ignored), and the SMT solver is invoked with a timeout
to deal with possibly non-terminating operations. This might imply that some valid contracts cannot
be verified, but this does not cause a problem in our framework since such unverified contracts are
checked at run time. However, the examples presented so far and the benchmarks shown in the next
section demonstrate that our contract prover yields useful results.

7. Benchmarks

In order to get an idea about the efficiency improvement by static contract verification, we apply our
tool described in the previous section to some benchmark programs. For this purpose, we compared
the execution time of the program with and without static contract checking. Note that in case of
preconditions, only verified preconditions for recursive calls can be omitted so that the operations can
safely be invoked as before.
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For the benchmarks, we used the Curry implementation KiCS2 (Version 0.6.0) [[13] with the Glas-
gow Haskell Compiler (GHC 7.10.3, option -02) as its back end on a Linux machine (Debian 8.9) with
an Intel Core i17-4790 (3.60Ghz) processor and 8GiB of memory. Table [1|shows the execution times
(in seconds, where “0.00” means less than 10 ms) of executing a program with the given main expres-
sion. Column “dynamic” denotes purely dynamic contract checking and column “static+dynamic”
denotes the combination of static and dynamic contract checking as described in this paper. The col-
umn “speedup” is the ratio of the previous columns (where a lower bound is given if the execution
time of the optimized program is below 10 ms).

Many of the programs that we tested are already discussed in this paper. allNats produces (non-
deterministically) some natural number between 0 and the given argument, where the precondition
requires that the argument must be non-negative. init removes the last element of a list, where the
precondition requires that the list is non-empty and the postcondition states that the length of the
output list is decremented by one. The list concatenation (++) has a postcondition which states that the
length of the output list is the sum of the lengths of the input lists. nrev and rev are naive and linear
list reverse operations, respectively, where their postconditions require that the input and output lists
are of identical length.

As expected, the benchmarks show that static contract checking has a positive impact on the ex-
ecution time. If contracts are complex, e.g., require recursive computations on arguments, as in nth,
init, “++”, or rev, static contract checking can improve the execution times by orders of magnitudes.
Even if the improvement is small or not measurable (e.g., fac), static contract verification is useful
since any verified contract increases the confidence in the correctness of the software and contributes
to a more reliable software product.

Our contract verification tool is available as package contract-prover which can easily be in-
stalled with the Curry package managerﬂ The package also contains many further examples of suc-
cessful static contract checking, ranging from arithmetic functions, like the McCarthy 91 or the Ack-
ermann function, to list functions and non-deterministic operations.

8. Applications

Increasing reliability and efficiency of programs is the main motivation for static contract verification.
However, there are also other areas where the results of static contract verification can be applied. In
the following, we discuss two of them.

Precondition verification is used to optimize the call site of operations, i.e., it is related to a specific
use of an operation. Postcondition verification is more general since a verified postcondition shows
a property that holds for all valid calls of an operation. Therefore, our contract checker stores each
successfully proved post-condition so that this information is available to other tools. For instance,
if the postcondition of operation f defined in module M has been verified, the proof, i.e., the SMT-
LIB script, is stored in file PROOF_M _f_SatisfiesPostCondition.smt so that it is available to other
programming tools. Currently, such proofs are used by two tools: a property-based test tool and a
verifier for non-failing programs.

http://curry-language.org/tools/cpm
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CurryCheck [21] is a property-based test tool, i.e., it automatically tests properties parameterized
over input data by generating test inputs and evaluating the properties on these inputs. CurryCheck
uses EasyCheck [30] to generate test inputs in a systematic way by functional logic programming
features. Usually, properties to be tested are defined by the programmer. However, there are also
properties which are automatically generated and tested by CurryCheck. These properties are related
to contracts and specifications. For instance, if an operation f of type 7 — 7’ has a precondition
f’pre and a postcondition f’post, then CurryCheck generates the property

f_SatisfiesPostCondition :: 7 — Prop
f_SatisfiesPostCondition x =
f’pre x ==> always (f’post x (f x))

The property “always z” is satisfied if all values of = are True and the property “b ==> p” is satisfied
if p is satisfied for all values where b evaluates to True. Thus, this generated property expresses the fact
that the postcondition must be satisfied for all results computed from inputs satisfying the precondition.
Usually, CurryCheck tests this property with hundreds of input values (see [30] for a description about
the generation of these inputs). However, these tests are superfluous if the postcondition is already
verified. Therefore, CurryCheck takes the results of the static contract checker described in this paper
into account: if a proof file for a post condition exists, the property to check is not generated so that
CurryCheck does not waste time to test it.

A tool to verify the absence of failures due to calling partially defined operations with unintended
arguments is presented in [31]]. It is based on the idea to express sufficient conditions about executing
operations without failing as “non-fail conditions.” For instance, the operation to compute the first
element of a list

head :: [a] — a
head (x:xs) = x

has the non-fail condition

head’nonfail xs = not (null xs)

Although non-fail conditions look similar to preconditions, non-fail conditions are weaker. If a pre-
condition of f is not satisfied for a given argument, it is not allowed to invoke f with this argument.
On the other hand, a non-fail condition provides a sufficient criterion to avoid failing computations,
but it might be reasonable to invoke partially defined operations in logic-oriented computations. Thus,
non-fail conditions have a different semantics so that they require different verification methods. Nev-
ertheless, it has been shown in [31]] that SMT solvers are a reasonable tool to verify non-fail conditions.

There are cases where the verification of non-fail conditions can be considerably improved by
exploiting verified postconditions. For instance, consider the operation split that splits a list into
components delimited by separators, where the separator elements are characterized by a given predi-
cate:

split :: (a — Bool) — [a]l] — [[al]
split _ [] = [[1]
split p (x:xs) | p x = [1 : split p xs

| otherwise = let sp = split p xs
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in (x : head sp) : tail sp

split’nonfail p xs = True

In order to verify that the trivial non-fail condition for split is correct, one has to show that the calls
“head sp” and “tail sp” are non-failing. This demands to show that the result of split p xs is a
non-empty list. This property can be stated as a postcondition:

split’post p xs ys = not (null ys)

Using the techniques presented in this paper, this postcondition can be verified so that our contract
verifier stores a proof for this postcondition. The proof and, thus, the knowledge about the correctness
of the postcondition are exploited to deduce that not (null sp) holds so that the non-fail conditions
of the calls to head and tail are satisfied. Thus, the trivial non-fail condition of split is verified.

9. Related Work

As contract checking is an important contribution to obtain more reliable software, techniques for it
have been extensively explored. Mostly related to our approach is the work of Stulova et al. [32] on
reducing run-time checks of assertions by static analysis in logic programs. Although the objectives
of this and our work are similar, the techniques and underlying programming languages are different.
For instance, Curry with its demand-driven evaluation strategy prevents the construction of static call
graphs that are often used to analyze the data flow as in logic programming. The latter is used by
Stulova et al. where assertions are verified by static analysis methods. Hence, the extensive set of
benchmarks presented in their work is related to typical abstract domains used in logic programming,
like modes or regular types. There are also approaches to approximate argument/result size relations
in logic programs, e.g., [33]], which might be used to verify assertions related to the size of data. In
contrast to these fixpoint-based approaches, we simply collect assertions from program expressions
and use symbolic reasoning, e.g., integer arithmetic with user-defined functions, to solve them. SMT
solvers are well suited for this purpose and we showed that they can be successfully applied to verify
complex assertions (as in the example nth shown in Sect. [3)).

Static contract checking has also been explored in purely functional languages. For instance,
Xu et al. [34] present a method for static contract checking in Haskell by a program transformation
and symbolic execution. Since an external verifier is not used, the approach is more limited. SMT
solvers for static contract checking are also used in [35)]. Similarly to our work, abstract assertions
are collected and solved by an SMT solver in order to verify contracts. However, we consider a non-
strict non-deterministic language which requires a different reasoning compared to the strict functional
language used there. Another approach is the extension of the type system to express contracts as
specific types. Dependent types are quite powerful since they allow to express size or shape constraints
on data in the language of types. Although this supports the development of programs together with
their correctness proofs [2l], programming in such a language could be challenging if the proofs are
difficult to construct. Therefore, we prefer a more practical method: properties which cannot be
statically verified are checked at run time. One can also express contracts as refinement types as in
LiquidHaskell [36, 28]]. Similarly to our approach, LiquidHaskell uses an external SMT solver to
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verify contracts. Hence, LiquidHaskell can verify quite complex assertions, as shown by various case
studies in [36]. Nevertheless, there might be assertions that cannot be verified so that a combination
of static and dynamic checking is preferable in practice.

An alternative approach to make dynamic contract checking more efficient has been proposed in
[37]] where assertions are checked in parallel to the application program. Thus, one can exploit the
power of multi-core computers for assertion checking by running the main program and the contract
checker on different cores.

10. Conclusions

In this paper we proposed a framework to combine static and dynamic contract checking. Contracts
are useful to make software more reliable, e.g., avoid invoking operations with unintended arguments.
Since checking all contracts at run time increases the overall execution time, we presented a method
to verify contracts in Curry at compile time by using an external SMT solver. Of course, this might
not be successful in all cases so that unverified contracts are still required to be checked at run time.
Nevertheless, our experiments show the advantages of this technique, in particular, to reduce dy-
namic contract checking for recursive calls. Since we developed this framework for Curry, a language
combining functional and logic programming features, the same techniques can be applied to purely
functional or purely logic languages.

We do not expect that all contracts can be statically verified. Apart from the complexity of some
contracts, preconditions of operations of the API of some libraries or packages cannot be checked since
their use is unknown at compile time. However, one could provide two versions of such operations, one
with a dynamic precondition check and one (“unsafe”) without this check. Whenever one can verify
that the precondition is satisfied at the call site, one can invoke the version without the precondition
check. If all versions with precondition checks become dead code in a complete application, one has
a high confidence in the quality of the entire application.

Another refinement of our approach is the consideration of the individual conjuncts of contracts.
For instance, if a pre- or postcondition is a conjunction of formulas, each conjunct can separately
be verified so that only the remaining unverified conjuncts have to be added for run-time checking.
This allows to make dynamic contract checking more efficient even if the complete contract cannot be
verified.

Our tool could be improved by exploiting strictness information. Currently, information about
functions as arguments to other functions is ignored except for primitive operations where the demand
on arguments is known. This can be extended to any user-defined function if its demand is known at
compile time. The latter can be approximated by a demand analysis. A simple approach to it is shown
in [24]] but needs to be improved for our purposes.

It could also be interesting to combine our tool with other tools related to program testing and
verification. Potential benefits of such a combination were discussed in Sect. [8] but should be further
explored. On the other hand, program analysis tools might be useful to improve static verification,
e.g., demand information can be used to generate more precise proof obligations. If the contract
verifier finds counter-examples to some proof obligation, one could also analyze these in order to
check whether they show an actual contract violation. Furthermore, it might also be interesting to
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improve the power of static contract checking by integrating abstract interpretation techniques, like
(38, 132].
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